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1. Introduction
[bookmark: _Hlk134894944]In the RAN4#106-bis-e meeting, RAN4 study on AI/ML for NR air interface was started. High level work plan was agreed and captured in the WF [1]. 
· During Q2 (RAN4 #106bis, RAN4#107), general issues of AI/ML are firstly discussed in a single thread. The main objective of this stage is to achieve comprehensive understanding and align companies’ views on these issues for next step. Moreover, use case(s) specific issues should also be studied.
Use cases specific issues can be studied in this meeting. It was agreed following use cases will be further studied in RAN4 as agreed in WF [1].
	· Following use cases and sub-use cases will be handled in RAN4:
· CSI feedback enhancement
· time domain CSI prediction
· spatial-frequency domain CSI compression
· Beam management
· Spatial-domain DL beam prediction
· Temporal DL beam prediction
· Positioning accuracy enhancements
· direct AI/ML positioning
· AI/ML assisted positioning


[bookmark: _Hlk73468315]In this contribution, we further provide our views on use cases and corresponding potential requirements for AI/ML air interface.
2. Core requirements for AI/ML
Since Rel-18 AI/ML air interface is a study item, RAN4 will not define any demodulation and/or RRM requirements for the functionality of AI/ML. In our understanding, RAN4 is to study potential requirements to be defined for sub use cases for AI/ML. For example, what requirements can potentially be specified for sub use cases/procedures/function of AI/ML and feasibility to specify the requirements. Conclusions for the study of potential requirements are to be made and captured in the TR.
In the last meeting, it was agreed RAN4 will study core requirements for procedures related AI/ML.
	· Definition of RAN4 core requirements for the following procedures will be studied based on progress in RAN1/RAN2:
· Performance monitoring procedure, including performance evaluation and decision making procedure for AI/ML functionalities/models
· Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
· Latency/interruption requirement for above procedures
· FFS is any other aspects should be studied


Performance monitoring procedure is crucial to guarantee performance of AI/ML functionalities/models. It is necessary to define core requirements for the procedure unless there is feasibility issue.
For CSI compression using two-sided models, following agreements related to monitoring were made in RAN1.
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.
Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.


For CSI prediction using one-sided model, following agreements related to monitoring were made in RAN1.
	Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, resusing as much as possible what is defined for UE side use cases
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  


Observation 1: Monitoring procedure are still under discussion in RAN1. RAN4 work can be started after there is sufficient progress in RAN4.
For other procedures, including functionality/model selection, activation, deactivation, switching, fallback, transfer, delivery and update, it is also being discussed in RAN1. In our view, it is too early for RAN4 to discuss core requirements for these procedures.
Proposal 1: RAN4 to discuss potential core requirements for the AI/ML procedures after there is sufficient progress in RAN1.

3. KPIs/ Test Metrics for use cases
KPIs/Test metrics for different use cases will be studied in RAN4.
	Following KPIs are to be considered in the RAN4 study for different use cases.
· KPIs/Test Metrics for CSI prediction and compression
· Throughput
· Other options could also be considered depending on work in other work groups For e.g., SGCS/NMSE and accuracy of CSI prediction, latency of CSI feedback/prediction
· KPIs/Test Metrics for beam management
· Beam prediction accuracy (absolute or relative)
· other KPIs could also be considered: e.g., link throughput, beam measurement accuracy, prediction confidence etc.
· KPIs/Test Metrics for positioning
· Measurement accuracy
· FFS whether latency can also be considered
· other KPIs could also be considered:



3.1 CSI feedback enhancement
For CSI feedback enhancement, throughput can be used as test metrics for CSI compression and CSI prediction. It is the same as legacy metric for PMI reporting.
In RAN1#110bis-e meeting, agreements on KPIs and performance metrics/methods were made.
	Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· [bookmark: _Hlk117602193]Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection


The SGCS, which is an intermediate KPI based on inference accuracy, can be used for evaluating AI/ML output CSI and performance monitoring. For CSI compression, RAN1 has agreed in evaluation on AI/ML for CSI feedback enhancement part that SGCS between reconstructed CSI and target CSI would serve as one of the basic KPIs for model inference accuracy, which also means that directly measuring SGCS could be a baseline monitoring method. 
The NMSE is another important intermediate KPI used for evaluating AI/ML output CSI performance monitoring and has been agreed that NMSE can be additionally submitted as a performance metric in RAN1 evaluation part.
Besides, based on RAN1 progress, other metrics is not precluded.
Proposal 2: SGCS and NMSE could be used as test metrics for model monitoring. 

3.2 Beam management enhancement
There are two sub use cases, i.e., spatial domain DL beam prediction and temporal beam prediction, have been discussing in RAN1.
Spatial-domain DL beam prediction is to predict for Set A of beams based on measurement results of Set B of beams. Model output could be beam ID/L1-RSRP of Top K beams in set A. Temporal DL beam prediction is to predict Set A of beams based on the historic measurement results of Set B of beams.
Beam prediction includes DL Tx beam prediction and DL Tx-Rx beam pair prediction. For DL Tx beam prediction when L1-RSRP is used as output, similar performance requirements as existing L1-RSRP measurement accuracy can be specified for verifying absolute and relative L1-RSRP prediction accuracy. For DL Tx-Rx beam pair prediction, in addition to requirements for DL Tx beam prediction, other metrics to ensure correctness of DL Tx-Rx beam pair prediction may also need to be considered. Depending on RAN1 progress, other performance metrics discussed in RAN1 can also be considered.
In RAN1#110 meeting, the following agreement was made for AI/ML output.
	Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the  N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output


In RAN1#112 meeting, the following agreement was made for AI/ML model monitoring
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered


In RAN1 discussion, beam prediction accuracy related KPIs includes e.g. top-K beam prediction accuracy. The predicted L1-RSRP of the predicted top K DL Tx and/or Rx beams can be used as the AI/ML output. RAN4	could define the legacy or enhanced L1-RSRP accuracy requirement for this KPI, and whether or not to define the enhanced requirement depending on RAN1 progress. Besides, other KPIs are not preclude.
L1-RSRP can be used as KPI for beam measurement accuracy for data collection and model input, and legacy accuracy requirement could be used for L1-RSRP measurement. However, a high-quality input data is the prerequisite for model training and inference, thus, an enhanced accuracy requirement may be need for data collection and mode input respectively. Besides, other KPIs are not preclude.
UE may report the confidence/probability for beam prediction. However, definition/content of confidence/probability information is still FFS in RAN1. RAN4 should wait for more progress in RAN1 to decide whether to define any requirement for beam prediction confidence.
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered


RAN1 is still discussing these aspects. RAN4 needs to wait for progress for further discuss.
Proposal 3: RAN4 to further consider potential KPIs/test metrics for AI/ML based beam management enhancement after there is sufficient progress in RAN1. 

3.3 Positioning enhancement
There are two sub use cases, i.e., direct AI/ML positioning and AI/ML assisted positioning, have been discussing in RAN1. For AI/ML based positioning accuracy enhancement, following cases are considered.
	· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning


The cases can be further elaborated as in Table 1.
Table 1 details of different positioning cases
	Positioning case
	Model deployment
	Direct/assisted AI/ML positioning
	Measured by
	Model output
	Position calculated/estimated by

	Case 1
	UE-side
	Direct
	UE
	Position
	UE

	
	
	Assisted
	
	Intermediate feature
	

	Case 2a
	UE-side
	Assisted
	UE
	Intermediate feature
	LMF

	Case 2b
	LMF-side
	Direct
	UE
	Position
	LMF

	Case 3a
	gNB-side
	Assisted
	gNB
	Intermediate feature
	LMF

	Case 3b
	LMF-side
	Direct
	gNB
	Position
	LMF



3.3.1 Direct AI/ML positioning
For case 1, direct AI/ML positioning is that UE will report the estimated/calculated position. In general, it would not be possible to design requirements to verify the final positioning accuracy. For case 2b, we understand it would be similar to AI/ML assisted positioning from UE perspective. Since the position estimation/calculation is based on channel estimation, RAN4 may study whether requirements/tests for channel estimation for direct AI/ML positioning should be defined. 
Following measurements are considered direct AI/ML positioning. 
	Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded


In direct AI/ML positioning case 1, the model inference output is the location of target UE. RAN4 has never defined requirements for positioning accuracy based on true location. For UE based direct AI/ML positioning, it is high likely that online training is used. Input of the AI/ML model training could be, e.g. {CIR, location}, {RSTD, location}, and it is collected by UE in the field. From test perspective, it is not possible to setup test environment to simulate a real scenario.
Proposal 4: No positioning accuracy requirements for direct AI/ML positioning are defined. 
In direct AI/ML positioning case 2b, UE performs measurements, including existing measurement RSRP, RSRPP and RSTD, and new measurements CIR/PDP. The measurement results will be reported to LMF. Since AI/ML model is located in LMF, there is no AI/ML related tests for UE measurements. However, RAN4 needs to further discuss if requirements for new measurements, e.g., CIR/PDP, should be defined.
Proposal 5: RAN4 is to study whether requirements/tests should be defined for potential new measurements for channel estimation, including CIR/PDP and existing measurements used for direct AI/ML positioning.

3.3.2 AI/ML assisted positioning 
Following measurements are considered AI/ML assisted positioning. 
	Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 


In AI/ML assisted positioning, the model inference output is the timing related measurements (e.g. RSTD, ToA), power related measurements (e.g. RSRP/RSRPP) and so on (e.g, path phase, LOS/NLOS indicator). There are new measurements, e.g., TOA, are used for AI/ML assisted positioning. RAN4 needs to study whether and how new requirements are defined for the potential new measurements for AI/ML assisted positioning.
For AI/ML assisted positioning with legacy measurements e.g., RSTD/RSRPP measurements etc., one option is to reuse legacy accuracy requirements as starting point. It is not expected that AI/ML assisted measurements have worse measurement accuracy. Moreover, enhanced accuracy requirements may be considered.
Both core and performance requirements should be considered for AI/ML based positioning. Measurement delay is typical core requirements for measurement and measurement accuracy is typical performance requirements.
Proposal 6: RAN4 to study potential requirements for new and existing measurements for AI/ML assisted positioning, including ToA, path phase, RSTD, LOS/NLOS indicator and RSRPP
Proposal 7: For AI/ML assisted positioning using existing measurements, legacy core requirements and accuracy requirements could be used as starting point

4. LCM Related requirements
Requirements for LCM related procedures is essential to ensure AI/ML functionality/models to work correctly and efficiently.
	· Following LCM related requirements are to be studied:
· Model/Functionality select/switch/activate/deactivate/fallback
· Model/Functionality monitoring
· FFS if requirements for data collection (in particular for training) could/need be defined
· FFS if requirements for transfer/delivery/update
· NOTE: RAN4 study should be aligned with the agreements in other working groups.
· Further study under LCM related tests, if they are defined.
· how the framework can address the possibility of updates/activation/deactivation/switching to the functionalities/models after the deployment of the devices in the filed


It is FFS if requirements for data collection (in particular for training) could/need be defined.
As discussed in [2], at least for AI/ML based positioning use cases, requirements for data collection may need to be considered.
Proposal 8: Requirements for data collection need to be considered, at least for AI/ML based positioning use cases.

In the RAN1#112 meeting, cases for model delivery/transfer were agreed.
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side


Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 


From RAN4 requirements perspective, we only consider the cases that the model is stored in 3GPP network.  
In RAN2, following solutions for model transfer/delivery were considered.
	-	Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
-	Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
-	Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
-	Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
-	Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
-	Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
-	Solution 4: Server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).


According to solutions discussed in RAN2, 3GPP signalling is used for model transfer/delivery. There are two options of 3GPP signalling for model transfer/delivery. One type of solutions is based on control plane signalling, and the other is based on user plane signalling. In CP-based solution, model transfer/delivery is over SRB, and is point-to-point between UE and RAN node/CN entity. In UP-based solution, model transfer/delivery is over DRB, and is point-to-point between UE and server via UPF.
To ensure model transfer/delivery functionality in practical network, it is worth to define necessary requirements for the procedures, e.g., latency of model transfer/delivery. In addition, robustness/Success rate of model transfer/delivery may also be considered. There are also other aspects that may need to consider, for example, if handover or RLM will have impact on model transfer/delivery.
Proposal 9: Requirements for model transfer/delivery should be considered and discussed.

5. Generalization/scalability of requirements/tests
Initial views on potential requirements for sub use cases for AI/ML air interface are provided in the section.
	· Further study whether it is needed/feasible to introduce some form of generalization and/or scalability related requirements for different scenarios/configurations based on RAN1 agreements
· Whether this can be implicitly handled in the test case definition should be considered
· Intention is to guarantee that performance will still be maintained in different environments/scenarios/configurations.



It was agreed that RAN4 is to discuss how to define requirements for the generalization performance of AI/ML model. In RAN1, generalization aspects for different sub use cases are under discussion. For example, 
	Evaluation of the following generalization aspects show that the positioning accuracy of direct AI/ML positioning deteriorates when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario. 
· The generalization aspects include:
· Different drops 
· Different clutter parameters 
· Different InF scenarios
· Network synchronization error 



There are different generalization aspects/cases for different sub use cases.
The legacy receiver algorithms are based on communication theories and have physical meanings. The performance is robust and predictable to some extent. However, AI/ML algorithms are based on machine learning and have weak physical meanings. If the scenarios for test is different from the scenario where the training data is generated, the performance would degrade. On the other hand, the channel conditions of real environment are complex and diversified. It needs further discussion whether the performance in practical network can be guaranteed even if the UE can meet the defined requirements. It can also be considered as a kind of generalization. Thus, it is necessary to define requirements for verifying generalization performance.
Proposal 10: It is necessary to define requirements for verifying generalization performance.
Typically, each test is set for certain scenario/configuration. It can be considered as a particular case of generalization. By defining multiple cases, the generalization performance could be verified to some extent. However, considering various generalization scenarios, too many tests many need to be defined for good coverage of generalization scenarios. It needs further study how to define tests for verifying generalization performance.
Proposal 11: RAN4 is to further study how to define generalization performance requirements.

6. Summary
In this contribution, we further provided our views specific use cases related issues. Based on above analysis, following proposals are present.
Proposal 1: RAN4 to discuss potential core requirements for the AI/ML procedures after there is sufficient progress in RAN1.
Proposal 2: SGCS and NMSE could be used as test metrics for model monitoring. 
Proposal 3: RAN4 to further consider potential KPIs/test metrics for AI/ML based beam management enhancement after there is sufficient progress in RAN1. 
Proposal 4: No positioning accuracy requirements for direct AI/ML positioning are defined. 
Proposal 5: RAN4 is to study whether requirements/tests should be defined for potential new measurements for channel estimation, including CIR/PDP and existing measurements used for direct AI/ML positioning.
Proposal 6: RAN4 to study potential requirements for new and existing measurements for AI/ML assisted positioning, including ToA, path phase, RSTD, LOS/NLOS indicator and RSRPP
Proposal 7: For AI/ML assisted positioning using existing measurements, legacy core requirements and accuracy requirements could be used as starting point
Proposal 8: Requirements for data collection need to be considered, at least for AI/ML based positioning use cases.
Proposal 9: Requirements for model transfer/delivery should be considered and discussed.
Proposal 10: It is necessary to define requirements for verifying generalization performance.
Proposal 11: RAN4 is to further study how to define generalization performance requirements.
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