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1. Introduction
In the RAN4#106-bis-e meeting, RAN4 study on AI/ML for NR air interface was started. High level work plan was agreed and captured in the WF [1]. 
· During Q2 (RAN4 #106bis, RAN4#107), general issues of AI/ML are firstly discussed in a single thread. The main objective of this stage is to achieve comprehensive understanding and align companies’ views on these issues for next step. Moreover, use case(s) specific issues should also be studied.
RAN4 scope and baseline performance for AI/ML NR air interface was initially discussed. Agreements were made and captured in the WF [1].
	1. RAN4 Scope and baseline performance
Agreement: 
· General aspects
· RAN4 will study how to define requirements and tests for inference
· RAN4 does not need to study requirements/tests for training
· If other WG defines the training procedure, RAN4 may need study to define the requirements for it.
· RAN4 could evaluate feasibility of requirements/tests for LCM
· Progress of the discussion will depend on RAN1/2 progress on these procedures 
· FFS if requirements for data collection (in particular for training) could/need be defined
· Defining AI/ML requirements
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· [bookmark: _Hlk134954805]FFS how to define “legacy performance” (whether on meeting/exceeding existing RAN4 requirements, or a wider criterion taking into account generalization)
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· For the cases without the existing legacy performance
· New or enhanced performance requirements/tests could be considered for the use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods 
· Generalization verification aspects
· Study the necessity and feasibility of defining requirements or test to verify the generalization of AI/ML
· One sided and 2-sided models
· RAN4 to consider both models, discussion can continue in parallel.
2. Training dataset definition
Agreement:
· Dataset to be used for the device model training is left to implementation
· If a specific test for training is defined, RAN4 might have to introduce some conditions and/or accuracy requirements for the training dataset or training data generation
3. High level testing framework
Agreement:
· RAN4 should design the tests such that performance is guaranteed and to avoid that a UE can easily pass the test but perform poorly in the field. 
· This framework is not directly enforceable but should be considered for all the tests to be introduced
· This also applies to LCM tests, if they are defined.
4. Terminology
Agreement:
· Terminology as given in R4-2305779 is agreed (included in the Annex) together with the following principles:
· If needed, the description of terminologies in Table 1 can be updated. The changes are then liaised to RAN1 through an LS.
· If needed, new terminology with an appropriate description can be added to Table 1. The changes are then liaised to RAN1 through an LS.
· If RAN1 agrees on new terminology not listed in Table 1, then RAN4 also updates the list of terminologies in Table 1 with the RAN1 agreed description.


In this contribution, we provide our views on general aspects for AI/ML NR air interface.
2. [bookmark: _Hlk73468315]Discussion
From RAN4 scope perspective, it is mainly to study how to define requirements and tests for model inference and to evaluate feasibility of requirements/tests for LCM. Requirements and tests for training are deprioritized. It needs further study if requirements for data collection (in particular for training) could/need be defined.
Requirements for data collection
Data collection is a very challenge procedure for positioning use case. The quality of the collected data is a key factor in determining the positioning accuracy. The collected data can be used for model training, which is later used or delivered for inference (offline training), or used for training process where the model being used for inference is trained in real-time with the arrival of new training samples. The generation of the collected data is still under discussion, e.g., data that collected from field, data in tables that pre-defined by standardization, data generated by TE under the channel model defined in TR 38.901, etc. It could be notice that some kind of collected data may need to be tested or verified before the model training, e.g., field data and data generated by TE. RAN4 could study whether and how to define the requirements/tests to determine whether the collected data can be used for AI/ML model offline training in the future.
At the RAN1#112 meeting, it was agreed that
	Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study


At least for case 1 and case 2, input of the AI/ML model training could be, e.g. {CIR, location}, {RSTD, location}, etc, which is collected by UE (e.g., regular UE, PRU). These data collection and online model training are performed in the procedure shown in the following figure. Besides, UE could collect data with/without NW indication.
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(a) Case 1
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(b) Case 2


Fig. 1. Example of the procedure of data collection indicated by NW of positioning case 1 and case 2.
In the last RAN1 meeting, RAN1 has the working assumption as follow
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective



The issue is that how to ensure the quality of the collected data. If the quality of the collected data is bad, then these data cannot be used for model training. It is necessary for RAN4 to define requirements to test or verify the collected data samples before model training in positioning use case.
Proposal 1: Requirements for data collection need to be considered, at least for AI/ML based positioning use cases.

Legacy performance
Since Rel-18 AI/ML air interface is a study item, RAN4 will not define any demodulation and/or RRM requirements for the functionality of AI/ML. In our understanding, RAN4 is to study potential requirements to be defined for sub use cases for AI/ML. For example, what requirements can potentially be specified for sub use cases/procedures/function of AI and feasibility to specify the requirements. Conclusion may be made for the study of potential requirements.
It was agreed in the last meeting that for the cases with existing legacy performance, the legacy performance requirements will be taken as baseline.
	· Defining AI/ML requirements
· For the cases with the existing legacy performance 
· Take the legacy performance as baseline for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods
· FFS how to define “legacy performance” (whether on meeting/exceeding existing RAN4 requirements, or a wider criterion taking into account generalization)
· New or enhanced performance requirements/tests could be considered for existing use cases/procedures/functionalities/measurements that are to be enhanced by AI/ML based methods


But the definition of “legacy performance” needs clarification. Typically using the legacy performance requirements as baseline is to reuse the framework and metrics of existing requirements. For example, in legacy CSI reporting, PMI reporting performance requirements are defined as the throughput gain that can be achieved with followed PMI compared to random PMI. A gamma value for throughput ratio of using followed PMI to random PMI is defined as metric for the requirements. This legacy performance could be used as baseline for CSI compression and CSI prediction based on AI/ML. The followed PMI could be the reported PMI after model interference of CSI compression and CSI prediction.
Since it was also agreed that new or enhanced performance requirements could be considered for the use cases with existing cases, procedures, functionalities and measurements that are to be enhanced by AI/ML based methods, there is no meaning to require UE with AI/ML model to exceeds existing legacy performance requirements. In this case, enhance performance requirements should be defined. For example, the enhanced requirements for PMI reporting could be higher gamma value or lower SNR if necessary for AI/ML based CSI compression and CSI prediction. 
It is interesting that legacy performance requirement for existing use cases may be used as wider criterion taking into account generalization/scalability. In general, this would be a good approach for verifying generalization performance. The UE under all defined scenarios/configurations should perform better than legacy performance. This could be further studied in WI phase case-by-case. At least it should be considered as one possible approach of using existing legacy performance requirements and verifying generalization performance.
For AI/ML based beam predication and AI/ML based positioning, similar analysis could be made. For example, existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP could be used for AI/ML assisted positioning. The legacy performance requirements for the measurements could be used as baseline, and even for generalization performance.
Proposal 2: For AI/ML use cases with existing legacy performance requirements, legacy performance requirements may be used as baseline for generalization performance, which should be further studied during WI phase.

3. Summary
In this contribution, we provided our views on general aspects for AI/ML. Based on above analysis, following proposals are present.
Proposal 1: Requirements for data collection need to be considered, at least for AI/ML based positioning use cases.
Proposal 2: For AI/ML use cases with existing legacy performance requirements, legacy performance requirements may be used as baseline for generalization performance, which should be further studied during WI phase.

4. [bookmark: _Hlk4777878]References
[1] R4-2306299	WF on AI/ML RAN4 studies, Qualcomm

 5 / 8

image1.png
measurement

Collected data for training

AT/ML model





image2.png
AT/ML model





