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Introduction
FS_NR_AIML_air is an ongoing SI led by RAN1. In this SI use of AI/ML for CSI feedback enhancements, beam management and positioning accuracy enhancement is being studied. This is the first RAN4 meeting where AI/ML aspects related to all 3 use cases will be discussed. Before progressing towards a detailed discussion in the considered use cases, RAN4 needs to establish a common understanding of terminologies to be used during the SI.
Terminologies
For study on AI/ML for NR air interface, RAN1 agreed on working assumption related to terminology to be used during the SI. To maintain uniformity between the understanding and discussions between RAN1 and RAN4 on issues related to AI/ML it is important that RAN4 also adopts RAN1 agreed description of the terminologies.    
[bookmark: _Ref129873521]Table 1. Terminologies agreed in RAN1 and to be used for RAN4 discussion on use of AI/ML for CSI feedback enhancements, beam management, and positioning accuracy enhancements.
	Terminology
	Description

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model parameter update
	Process of updating the model parameters of a model.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model update
	Process of updating the model parameters and/or model structure of a model.

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference.

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Lifecycle management (LCM)
	LCM refers to the process of developing, deploying and maintaining AI models.

	Model activation
	Enable an AI/ML model for a specific function.

	Model deactivation
	Disable an AI/ML model for a specific function.

	Model download
	Model transfer from the network to UE.

	Model generalization
	Using one model that is generalizable to different scenarios/configurations/sites.

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE.
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model.

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function.

	Model upload
	Model transfer from UE to the network.

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model.

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model.

	Online field data
	The data collected from field and used for online training of the AI/ML model.

	Online training
	An AI/ML training process where the model being used for inference is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non-real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a. reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data.

	Supervised learning
	A process of training a model from input and its corresponding labels.

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e., the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	UE AI/ML capability
	UE capability to support AI/ML models for CSI enhancements, beam management, and positioning accuracy enhancements.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE.

	Unsupervised learning
	A process of training a model without labelled data.



Proposal 1: RAN4 to use terminology in Table 1 throughout the SI to maintain uniformity among the contributions from different companies. 
As we progress in the SI, the terminologies in Table 1 can be updated or if needed new terminology can be added to the list of terminologies in Table 1 with an appropriate description.
Proposal 2: If needed, the description of terminologies in Table 1 can be updated. The changes are then liaised to RAN1 through an LS.
Proposal 3: If needed, new terminology with an appropriate description can be added to Table 1. The changes are then liaised to RAN1 through an LS.
Proposal 4: If RAN1 agrees on new terminology not listed in Table 1, then RAN4 also updates the list of terminolgies in Table 1 with the RAN1 agreed description.
Summary
In this contribution we presented our view on AI/ML terminologies to be used during the SI and propose the following:
Proposal 1: RAN4 to use terminology in Table 1 throughout the SI to maintain uniformity among the contributions from different companies.
Proposal 2: If needed, the description of terminologies in Table 1 can be updated. The changes are then liaised to RAN1 through an LS.
Proposal 3: If needed, new terminology with an appropriate description can be added to Table 1. The changes are then liaised to RAN1 through an LS.
Proposal 4: If RAN1 agrees on new terminology not listed in Table 1, then RAN4 also updates the list of terminolgies in Table 1 with the RAN1 agreed description.
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