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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1]. The major goals are as follows: 
· Representative (sub-)use cases finalization
· AI/ML framework, UE-NW collaboration level, LCM, dataset, model format
· Performance evaluation
· Potential specification impact

After 5 RAN1 meetings since Q2 of 2022, the AI/ML air interface framework in RAN1 discussion is tending to be stable. The performance gain of AI/ML technique compared to non-AI based methods is seen in all 3 uses cases (i.e., AI/ML for CSI feedback enhancement, AI/ML for beam management and AI/ML for positioning accuracy enhancement). According to the SID, RAN4 starts the work from Q2 of 2023, given sufficient progress from RAN1 and RAN2. The related RAN4 objective is listed below:
	RAN4 related Objectives of SI on AI/ML for NR air interface
Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2 
· Requirements and testing frameworks to validate AI/ML based performance enhancements
· Consider the need and implications for AI/ML processing capabilities definition



Based on aforementioned background, RAN4 chair has proposed the following agenda structure for #112bis-e:
	[image: ]


In this document, we discuss the interoperability and testability aspects, which are generally applicable to most of the use case. 

2. Discussion
2.1 Testability
For testability study of testing AI/ML functionality, the following aspects should be taken into account.
	Table 1 Aspects for Testability Study

	a) Performance requirements of AI/ML inference functionality are distinguished from that of legacy /non-AI methods, i.e., significant performance gain of AI/ML should be verified in the test environment (how much performance gain can be seen is related to the test configurations, channel assumptions/test setup, test conditions)
b) Core requirements involved in model-ID-based and/or functionality-based LCM, including AI/ML related measurement/reporting accuracy, latency (e.g., time delay of L1-RSRP reporting)
c) Availability of test metrics, including the availability of measurements, related statistics, etc., within the capability of TE in testing environments
d) Repeatability and consistency of testing, i.e., a unified/specified reference design of TE is required to ensure that the testing results are unaffected by the vendor of TE
e) Consistency between the testing environments and the real network, in order to ensure that the UE performance verified by testing is nearly equal to that in real network 
f) Trade-off between testing coverage and testing cost (including testing complexity, and testing time)


Proposal 1: For testability study of testing AI/ML functionality, the aspects listed in Table 1 should be considered for use cases.  
2.2 Interoperability
For one-sided model, the interoperability should be considered if the other side is involved in model management. For example, the latency requirements of UE model switching indicated by NW (as mentioned in (b) core requirements in Section 2.1) may be defined. 
Proposal 2: For one-sided model, discuss the interoperability if the other side is involved in model management.  
· Note: Verifying the interoperability is via core requirements and performance requirements.
For two-sided model, interoperability is related to training types. 
· For training Type 1, the UE should be abled to properly run the model indicated/transferred by NW. This is pretty much like a core requirement. For performance requirements, the test metric may be different from legacy (e.g. throughput), intermediate metric (e.g. GCS) instead. In this case, it is difficult to define test cases to verify the AI/ML performance gain when testing UE.
· For training Type 3, the model at UE (e.g. CSI compression model) should be able to match the model at NW (e.g. CSI decompression model). Both core requirements (latency of model switching indicated by NW) and performance requirements are involved. Whether involving the training procedure into test need first discussion, then the test procedure and test metrics can be defined accordingly. 
Proposal 3: For two-sided model, interoperability is dependent on model training type. Prioritize discussions on whether involving the training procedure into test.  
· [bookmark: _Toc100742785]Note: Verifying the interoperability is via core requirements and performance requirements.

3. Conclusions
Proposal 1: For testability study of testing AI/ML functionality, the aspects listed in Table 1 should be considered for use cases.  
	Table 1 Aspects for Testability Study

	g) Performance requirements of AI/ML inference functionality are distinguished from that of legacy /non-AI methods, i.e., significant performance gain of AI/ML should be verified in the test environment (how much performance gain can be seen is related to the test configurations, channel assumptions/test setup, test conditions)
h) Core requirements involved in model-ID-based and/or functionality-based LCM, including AI/ML related measurement/reporting accuracy, latency (e.g., time delay of L1-RSRP reporting)
i) Availability of test metrics, including the availability of measurements, related statistics, etc., within the capability of TE in testing environments
j) Repeatability and consistency of testing, i.e., a unified/specified reference design of TE is required to ensure that the testing results are unaffected by the vendor of TE
k) Consistency between the testing environments and the real network, in order to ensure that the UE performance verified by testing is nearly equal to that in real network 
l) Trade-off between testing coverage and testing cost (including testing complexity, and testing time)


Proposal 2: For one-sided model, discuss the interoperability if the other side is involved in model management.  
· Note: Verifying the interoperability is via core requirements and performance requirements.
Proposal 3: For two-sided model, interoperability is dependent on model training type. Prioritize discussions on whether involving the training procedure into test.  
· [bookmark: _GoBack]Note: Verifying the interoperability is via core requirements and performance requirements.
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