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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1]. The major goals are as follows: 
· Representative (sub-)use cases finalization
· AI/ML framework, UE-NW collaboration level, LCM, dataset, model format
· Performance evaluation
· Potential specification impact

After 5 RAN1 meetings since Q2 of 2022, the AI/ML air interface framework in RAN1 discussion is tending to be stable. The performance gain of AI/ML technique compared to non-AI based methods is seen in all 3 uses cases (i.e., AI/ML for CSI feedback enhancement, AI/ML for beam management and AI/ML for positioning accuracy enhancement). According to the SID, RAN4 starts the work from Q2 of 2023, given sufficient progress from RAN1 and RAN2. The related RAN4 objective is listed below:
	RAN4 related Objectives of SI on AI/ML for NR air interface
Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2 
· Requirements and testing frameworks to validate AI/ML based performance enhancements
· Consider the need and implications for AI/ML processing capabilities definition


Based on aforementioned background, RAN4 chair has proposed the following agenda structure for #106bis-e:
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2. Discussion
According to the related objective and RAN4 chair’s agenda, we identify the following two main goals of RAN4 work during R-18 AI/ML study phase: 
· RAN4 AI/ML framework (including both of core requirements and performance requirements) 
· Interoperability, testability and applicable (specific requirements in representative use cases that are of high probabilities to be finalized in RAN1)
Note that the UE capability should be taken into account during above RAN4 AI/ML study. 
Overall, legacy RAN4 framework can be taken as a starting point for AI/ML core requirements and performance requirements definition. To be specific, a unified AI/ML performance baseline for all kinds of UE capabilities can be firstly defined. Then different AI/ML performance requirements can be additionally defined subject to different/advanced UE capabilities.
Proposal 0: Legacy RAN4 framework can be taken as a starting point for AI/ML core requirements and performance requirements definition:
· Study the applicability of defining a unified AI/ML core/performance requirements baseline for all UE capabilities.
· Study the applicability of defining different AI/ML core/performance requirements subject to different/advanced UE capabilities, if needed. 
2.1 General AI/ML framework in RAN4
Although the general AI/ML framework discussed in RAN1 has not been defined yet, many companies have drawn the general framework diagram in a similar way by considering the basic functional framework of AI/ML for NR RAN in TR 37.817 as a starting point. One simple framework is drawn in Fig. 1. 
[image: ]
Figure 1 Possible framework diagram of AI/ML for air interface 
RAN1 continues discussing detailed functionalities within the AI/ML framework, but data collection, model training, model inference and model monitoring are basically involved. 
2.1.1 AI/ML functionalities for RAN4 test 
Initial RAN4 discussion at least for this Q2 can focus on the aforementioned basic functionalities. Additional functionalities such as model transfer are for further study upon RAN1’s subsequent progress. 
Proposal 1: Initial RAN4 discussions at least for this Q2 only focus on the following basic functionalities within AI/ML framework for air interface:  
· Data collection
· Model training
· Model inference 
· Model monitoring
Other functionalities such as model transfer are for further study upon RAN1’s subsequent progress.
Among all these AI/ML functionalities, interoperability and testability aspects discussion (reflected by core requirements and performance requirements) for model inference in each use cases could be given a priority. This is because that we already have a complete set of test procedures which can be reused for testing model inference in terms of core/performance requirements, the workload of requirements definition is expected to be acceptable. For example, for AI/ML CSI feedback enhancement, we can reuse the legacy test conditions and test procedure of PMI reporting, if significant gain of AI/ML can been seen. Modifications are for further discussion, if the AI/ML gain cannot be verified under the existing test configurations.
Discussion for other functionalities can also be conducted in parallel, if time permits.
Proposal 2: Prioritize discussions on AI/ML model inference in each use cases. Discussion for other AI/ML functionalities can also be conducted, if time permits.
· Take legacy test conditions/procedures as a starting point for testing the AI/ML model inference functionality.
For testing the AI/ML model inference functionality, basically there are two alternatives in terms of testing goal:
· Verifying whether the specific AI/ML model can be conducted in a proper way.
· FFS how to define the model is properly conducted (e.g. by defining a higher performance requirements than legacy)
· Verifying whether performance gain of AI/ML model can be obtained for a specific scenario/configuration 
· FFS how to define a specific scenario (e.g., by defining a related dataset).
RAN4 need identify the testing goal.
[bookmark: _Hlk132067747]Proposal 3: RAN4 need identify the goals of testing AI/ML model inference functionalities, two alternatives are as follows.
· Verifying whether the specific AI/ML model can be conducted in a proper way.
· FFS how to define the model is properly conducted (e.g. by defining higher performance requirements than legacy)
· Verifying whether performance gain of AI/ML model can be obtained for a specific scenario/configuration 
· FFS how to define a specific scenario (e.g., by defining a related dataset).
For testing other AI/ML model functionalities in LCM (for example, model switching functionalities in model monitoring), core requirements, such as AI/ML dedicated model switching latency are expected to be introduced. The related performance requirements may also be defined, such as the model input related measurements reporting from the opposite side against the AI/ML model repository.
Proposal 4: For testing AI/ML model functionalities other than model inference in LCM, both core requirements and performance requirements should be considered in each use cases.
· Core requirement, such as AI/ML model switching latency, AI/ML model input related measurements reporting latency, etc.
· Performance requirements, such as AI/ML model input related measurements accuracy reporting (reported by the opposite side against the AI/ML model repository.
2.1.2 Test objects for RAN4 AI/ML functionalities 
In addition to UE and gNB, other 3GPP or non-3GPP entities (e.g. OTT server) are also involved in RAN1 AI/ML discussions (e.g., data collection, model transfer, model storage). However, in legacy RAN4 framework, only the requirements of UE and gNB are defined. The definition of core/ performance requirements of any other entities is out of RAN4 scope. 
Whether to involve other entities in addition to <UE – TE> and <gNB – TE> in the test procedure or not, RAN4 need further discussion.
Proposal 5: Reuse legacy RAN4 framework, in which the requirements are only defined for UE and gNB when testing AI/ML functionalities. Performance definition for other entities is out of RAN4 scope.
· FFS whether other entities are involved in test procedure or not, if needed.
2.1.3 One-sided model 
For one-sided model, the location of model training is generally the same as that of model inference. For example, in AI/ML for beam management, the following alternations are agreed to be first studied in RAN1 #111[3]:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
The other alternations (e.g. AI/ML model training at NW side, AI/ML model inference at UE side) are deprioritized for discussion, since there is still no conclusions/agreements from RAN1 and RAN2 on whether to support model transfer for UE-side AI/ML model or not. Therefore, it is reasonable for RAN4 to first focus on the case where the model training and the model inference are both at the same location.
[bookmark: _Hlk132068460]Proposal 6: For one-sided model, prioritize discussions on the case where AI/ML model training and model inference are located at the same side, i.e., at UE side or at NW side. 
2.1.4 Two-sided model
For two-sided model, both Type 1 joint training (at NW side or at UE side) and Type 3 separate training (UE-first or NW-first) are under continued discussion in AI/ML CSI feedback enhancement. It is too earlier for RAN4 to select one training type to study or to study both. Instead, RAN4 can analysis the interoperability and testability of these two kinds of training types. 
Proposal 7: For two-sided model, prioritize discussions on the interoperability and testability of Type 1 joint training and Type 3 separate training.
· FFS whether down selection or not dependent on the conclusion/agreement of RAN1 and/or RAN2
2.2 Common issues in RAN4 AI/ML framework 
[bookmark: _Toc100742785]2.2.1 Common dataset 
Basically, there are three kinds of dataset in RAN1 AI/ML framework:
· Dataset for model training
· Dataset for model inference
· Dataset for model monitoring
Once upon the AI/ML functionalities to be tested are specified in RAN4 AI/ML framework, the discussion on whether to define the related common dataset or not can be subsequently conducted. In the initial stage, RAN4 can prioritize analyzing the pros and cons of different methods for common dataset definition. Basically, there are two options as shown in the following proposal.
Proposal 8: RAN4 analyses the pros and cons of the following options for common dataset definition.
· Opt 1: RAN4 defines common dataset for a specific configuration/scenario
· Opt1-1: Dataset are generated using 3GPP statistical models with aligned parameters
· Opt1-2: Dataset are collected from real-world environments 
· Note: Discuss the impact on testing among different dataset providers (TE/UE/NW vendors, etc.)
Note: Each sample along with their indexes in the common dataset are specified.
· Opt 2: RAN4 defines the channel model and the sampling rules for a specific scenario
· Note: Discuss the impact and how to eliminate the impact on testing, if different TE vendors individually generate the dataset for testing
2.2.2 Generalization test
The definition and boundary of model generalization is not quite clear even in RAN1 so far. From our understanding, the task of RAN4 is to define test conditions and test procedures, in order to verify the performance gain and to ensure the core requirements are satisfied in real network if tests pass.  In this regard, the legacy RAN4 framework can be reused for AI/ML model generalization test. The differences between generalization test and legacy RAN4 test may be that the test conditions (configurations/scenarios) in generalization test are not static, non-stationary instead. Before starting to study how to test AI/ML model generalization, it is better to figure out the necessity.
Proposal 9: Discuss the necessity, as well as the trade-off between testing cost and testing coverage, of generalization test prior to further study of the potential test conditions definition. 
2.2.3 Reference model
For one-sided model, there is no need to define a reference model for test, if the difference of performance gain provided by companies are acceptable for requirements definition. Otherwise if the performance of one-sided AI/ML model diverges a lot among companies, a reference model should be specified. 
Proposal 10: For testing one-sided model, prioritize discussions without assuming reference models.
· FFS reference model definition if the performance gain of one-sided AI/ML model diverges too much among companies to define the (baseline) requirements.
For two-sided model, a reference model might be needed, especially at the TE side. Take the AI/ML CSI feedback enhancement for example, the AI/ML functionalities only work well when the CSI compression model at the UE side matches with the CSI decompression model at the NW side. Therefore, gNB-side CSI decoders need to be deployed at TEs.  From testability and repeatability perspective, a set of reference models for TE subject to different test conditions could be specified in RAN4. When it is the UE to pass the test, the UE-part of two-sided models is implementation specific and is not expected to be specified. Then, there is no need to define a reference model for UE part in the initial stage, similar to one-sided model test.
Proposal 11: For testing two-sided model, discuss the necessity of reference model specification at TE. 
· FFS reference model definition for UE-part of two-sided models if the performance gain of two-sided AI/ML model diverges among companies.
2.2.4 Test conditions
As a data-driven method, the performance of AI/ML model relies on the matching degree of scenarios/configurations between the model training stage and model inference stage. For static scenarios/configurations, the matching degree can be guaranteed to some extent. For non-stationary scenarios/configurations, if the generalization of the AI/ML model is limited, then a mismatch occurs. Generally, the static scenario/configurations is more applicable and can be taken as a starting point.  Non-stationary scenarios/configurations are for further study dependent on RAN1 progress on model generalization boundary definition and on RAN4 progress on AI/ML framework.  
Proposal 12: Prioritize discussions on stationary scenarios/configurations for test conditions definition. 
· FFS discussions on non-stationary scenarios/configurations subject to RAN1 progress on model generalization boundary definition.
2.2.5 Test metrics
Enhanced performance of AI/ML based algorithms compared to legacy methods is one of the motivations of the AI/ML for air interface enhancement project. From our understanding, in addition to ensure that the AI/ML functionality meet the core requirements in real network, to verify the performance gain is also of necessity and significance. In all uses cases, if there already have baseline requirements for legacy, then the AI/ML functionality should also need to satisfy that baseline. Moreover, significant performance gain is also required to seen under the same test conditions. To this end, relative performance metrics compared to legacy method will be defined. For cases where there is no legacy requirement, the absolute performance metric of AI/ML functionality might been defined if applicable. 
Proposal 13: Discuss both relative performance metric (compared to legacy) and absolute performance (AI/ML dedicated) metric in each use case.

3. Conclusions
According to the discussion, following proposals and observations are provided:
Proposal 0: Legacy RAN4 framework can be taken as a starting point for AI/ML core requirements and performance requirements definition:
· Study the applicability of defining a unified AI/ML core/performance requirements baseline for all UE capabilities.
· Study the applicability of defining different AI/ML core/performance requirements subject to different/advanced UE capabilities, if needed. 
Proposal 1: Initial RAN4 discussions at least for this Q2 only focus on the following basic functionalities within AI/ML framework for air interface:  
· Data collection
· Model training
· Model inference 
· Model monitoring
Other functionalities such as model transfer are for further study upon RAN1’s subsequent progress.
Proposal 2: Prioritize discussions on model inference in each use cases. Discussion for other functionalities can also be conducted, if time permits.
· Take legacy test conditions/procedures as a starting point for AI/ML model inference test.
Proposal 3: RAN4 need identify the goals of testing AI/ML model inference functionalities, two alternatives are as follows.
· Verifying whether the specific AI/ML model can be conducted in a proper way.
· FFS how to define the model is properly conducted (e.g. by defining higher performance requirements than legacy)
· Verifying whether performance gain of AI/ML model can be obtained for a specific scenario/configuration 
· FFS how to define a specific scenario (e.g., by defining a related dataset).
Proposal 4: For testing AI/ML model functionalities other than model inference in LCM, both core requirements and performance requirements should be considered in each use cases.
· Core requirement, such as AI/ML model switching latency, AI/ML model input related measurements reporting latency, etc.
· Performance requirements, such as AI/ML model input related measurements accuracy reporting (reported by the opposite side against the AI/ML model repository.
Proposal 5: Reuse legacy RAN4 framework, in which the requirements are only defined for UE and gNB when testing AI/ML functionalities. Performance definition for other entities is out of RAN4 scope.
· FFS whether other entities are involved in test procedure or not, if needed.
Proposal 6: For one-sided model, prioritize discussions on the case where AI/ML model training and model inference are located at the same side, i.e., at UE side or at NW side. 
Proposal 7: For two-sided model, prioritize discussions on the interoperability and testability of Type 1 joint training and Type 3 separate training.
· FFS whether down selection or not dependent on the conclusion/agreement of RAN1 and/or RAN2
Proposal 8: RAN4 analyses the pros and cons of the following options for common dataset definition.
· Opt 1: RAN4 defines common dataset for a specific configuration/scenario
· Opt1-1: Dataset are generated using 3GPP statistical models with aligned parameters
· Opt1-2: Dataset are collected from real-world environments 
· Note: Discuss the impact on testing among different dataset providers (TE/UE/NW vendors, etc.)
Note: Each sample along with their indexes in the common dataset are specified.
· Opt 2: RAN4 defines the channel model and the sampling rules for a specific scenario
· Note: Discuss the impact and how to eliminate the impact on testing, if different TE vendors individually generate the dataset for testing
Proposal 9: Discuss the necessity, as well as the trade-off between testing cost and testing coverage, of generalization test prior to further study of the potential test conditions definition.
Proposal 10: For testing one-sided model, prioritize discussions without assuming reference models.
· FFS reference model definition if the performance gain of one-sided AI/ML model diverges too much among companies to define the (baseline) requirements.
Proposal 11: For testing two-sided model, discuss the necessity of reference model specification at TE. 
· FFS reference model definition for UE-part of two-sided models if the performance gain of two-sided AI/ML model diverges among companies.
Proposal 12: Prioritize discussions on stationary scenarios/configurations for test conditions definition. 
· FFS discussions on non-stationary scenarios/configurations subject to RAN1 progress on model generalization boundary definition.
Proposal 13: Discuss both relative performance metric (compared to legacy) and absolute performance (AI/ML dedicated) metric in each use case.
[bookmark: _GoBack]
References
[1] [bookmark: _Ref125961805]RP-213599, “New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface”, 3GPP RAN Plenary
[2] R1-23xxxxx, “Agenda for RAN4 #106bis-e”, 3GPP TSG-RAN WG4 Meeting # 106bis-e, E-Meeting, April 17 – 26, 2023.
[3] [bookmark: _Ref126068708][bookmark: _Ref126607019]R1-22xxxxx, “Session notes for 9.2 (Study on AI/ ML for NR air interface)”, 3GPP TSG RAN WG1 #111, November 14th – 18th, 2022.
image2.png
Training data
.

Model deployment,
Model selection
Inference data

[ Model
updating

activation/deactivation/
output

hing/fallback

collection Model
l Inference I





image1.png
5.22  Study on Attificial Intelligence (Al)/Machine Learning (ML) for NR air interface
5.22.1 General and work plan
5.22.2 Specific issues related to use case for Al/ML
* Use cases identified by RAN1
5.22.3 Interoperability and testability aspect
5.22.4 Moderator summary and conclusions




