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1. Introduction
In 3GPP RAN#94e meeting, a new study item (SI) on AI/ML for NR air interface in Rel-18 [1] was agreed. According to the SID, the study will focus on the general framework, evaluations for three typical use cases and other aspects relate to specification impacts. 
Use cases to focus on: 
	· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


RAN4 scope in the SID is listed as below:
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


[bookmark: _Hlk30969022]In the recent RAN1 meetings, 
· A basic R18 (also targeting future 6G) AI/ML framework is considered, including
· Discussion on life cycle management (LCM), performance monitoring, data collection, model/data ID, AI capability, model privacy, etc.
· Six representative sub use cases have been identified, including
· CSI: CSI compression, Time domain CSI prediction
· Beam management: Spatial domain beam prediction, Temporal domain beam prediction 
· Positioning: Direct AI/ML positioning, AI/ML assisted positioning 
· Performance evaluation methodologies(EVM) are confirmed for the identified sub use cases, including
· Performance evaluation methodologies for different sub use cases
· Quantitative simulation results under different EVM assumptions for different sub use cases 
In this contribution, we will discuss the RAN4 related specific issues
2. Discussion
2.1 General issue
Based on the progress in RAN1 and RAN2, as well as the research objectives of RAN4, it is necessary to:
· Focus on cases and issues with sufficient research progress and consensus in RAN1 and RAN2
For cases and issues that have not been fully discussed and agreed in RAN1 and RAN2, it is not appropriate to initiate discussions in RAN4
· Establish a common testing framework for AI/ML based features,
To support one-sided AI/ML model testing, two-sided AI/ML model testing, common LCM procedure, etc.
Within the common testing framework, the feasibility and methods of constructing sub use case level tests can be studied based on the characteristics and requirements of different sub use cases
· Studying performance requirement and core requirement at the sub use case level
Proposal 1: Based on the progress in RAN1 and RAN2, and the research objectives of RAN4, following aspects should be considered:
· Focus on cases and issues with sufficient research progress and consensus in RAN1 and RAN2
· Establish a common testing framework for AI/ML features
· Studying performance requirement and core requirement at the sub use case level


Figure 1: A common framework relates to RAN1 AI/ML discussion
Figure 1 summarizes a common framework relates to RAN1 R18 AI/ML discussions, from our point of view, in RAN4 study:
· Performance requirements and core requirements should focus on the model inference and model monitoring phases, e.g.
Performance enhancements that caused by AI/ML based solutions
Measurement accuracy that required in model inference and model monitoring phases
Functions that related to model inference and model monitoring
· Low priority following issues in RAN4 R18 SI,
Data collection
Model training (RAN1 have discussed different training collaboration types, but there is still uncertainty about whether model training is transparent to 3GPP. In RAN4 discussion, it is preferred to handle performance and functionality testing related to AI/ML inference and monitoring with high priority)
AI/ML model online update/tuning
AI/ML model transfer/delivery
Proposal 2: In RAN4 AI/ML discussion, should focus on the inference and monitoring phases including performance requirement and functional core requirement
For performance requirements and tests, it is necessary to clarify
· Whether the test is for a task(e.g. for CSI feedback, for BM, for positioning)? or for an AI/ML based solution to the task(e.g. for AI/ML based CSI feedback, AI/ML based BM, AI/ML based positioning)? 
· Whether the test is for a generalized performance evaluation? or for a scenario-based performance evaluation?
Based on the different distinctions, three options are listed below which may lead to different follow-up research routes:
· Option 1: Task level test
Considering that all existing sub use cases have comparable non-AI/ML baselines, the AI/ML method is one of the candidate solutions for addressing tasks such as CSI, BM, and positioning in R18 and possibly in the following release. When considering the performance of use cases in RAN4, no need to distinguish detailed solutions (such as AI/ML based solutions or non-AI/ML based solutions), only need to focus on performance requirements at the task level.
· Option 2: Test for a generalized performance
Although AI/ML based solution is one of the optional solutions for a given task, for UE/NW that supports AI/ML based solutions, it is still necessary to conduct test to ensure the basic performance of the AI/ML based solution is not lower than a baseline.
· Option 3: Test for a scenario-based performance
Considering test cases for AI/ML performance in different scenarios.
Proposal 3: For RAN4 AI/ML performance requirements and tests, following options should be considered,
Option 1: Task level test (Additional tests for AI/ML based solutions are not required)
Option 2: Test for generalized performance
Option 3: Test for scenario-based performance
Compared to previous works in RAN4, core requirements related to AI/ML cases have new characteristics in the following aspects, including 
· Core requirement on AI/ML life cycle management(LCM), e.g. 
· Performance monitoring, at least including performance evaluation and decision-making procedure
· Model management, at least including model selection/activation/deactivation/switching/fallback
· Testability of two-sided model testing, e.g. in CSI compression,
· CSI report: for two-sided models, the information transmitted through air-interface (e.g. CSI reports) may be generated by AI/ML models rather than that predefined by protocols. The impact of testability and interoperability may be different from that before.
· Reference model: for two-sided model testing, TE may need a reference model (e.g. reference CSI decoder/decoder) to complete the testing process.
· Details of core requirement for sub use cases should follow the progress in RAN1/RAN2, and define detailed test methodologies accordingly
Proposal 4: For RAN4 AI/ML core requirements and tests, following aspects can be considered,
-  AI/ML life cycle management impacts
-  Testability of two-sided model tests
-  Core requirement for sub use cases, and should follow the progress in RAN1/RAN2
2.2 Use Cases
2.2.1 AI/ML based CSI feedback enhancement
In the recent RAN1 meetings, after several rounds of discussion on the representative sub-use cases of CSI feedback enhancement, CSI compression and time domain CSI prediction were selected as typical sub-use cases that need to be further studied.
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Figure 2: CSI feedback compression
For AI/ML based CSI compression, a typical architecture is depicted in figure 2, where the CSI generation part and CSI reconstruction part are deployed at the UE and NW, respectively. Regarding the performance monitoring metrics/methods, several options have been agreed in RAN1 for further study, e.g. the system throughput, the intermediate KPIs as monitoring metrics (e.g., square of generalized cosine similarity (SGCS).


Figure 3.  CSI prediction
In RAN#111 meeting, the time domain CSI prediction has been agreed to be another representative sub use case for further evaluation. As shown in figure 3, when the CSI is derived at time T and is utilized at time T+Xms(e.g. X=1,2,3,4), the CSI prediction would be needed to compensate the difference of channel state caused by the scheduling delay. 
In RAN4, from our understanding, following aspects need to be considered first,
	Performance requirements
	-  The performance requirement of AI/ML based CSI feedback should be evaluated, 
e.g. by the system throughput or [intermediate KPIs].
-  High priority to test the generalized performance of AI/ML based CSI feedback, 
e.g.  under the assumption of UMa/UMi channel
-  Low priority to test the scenario-based performance of AI/ML based CSI feedback
-  Existed RAN4 test examples for “reporting of PMI” can serve as a reference.
e.g. as captured in 38.101-4, “The minimum performance requirements of PMI reporting are defined based on the precoding gain, expressed as the relative increase in throughput when the transmitter is configured according to the UE reported PMI compared to the case when the transmitter is using random precoding, respectively.” 
Requirement of γ and test settings can be reused or updated
- For CSI compression, the testability of two-sided model should be further studied, e.g. whether/how to introduce reference model(s)

	
	- Test of RRM measurement(e.g. CSI-RS measurement accuracy) for AI/ML based CSI feedback may be needed
Existed RRM requirement and procedures in RAN4 can be reused or updated

	Core requirements
	- Performance monitoring procedure, including
     - Model performance evaluation and decision making
- Model management procedure, including
     - Model selection/activation/deactivation
     - Model switching/fallback
- Latency/interruption requirement for above procedures
Core requirement of CSI compression, especially the LCM related test, needs to be studied based on the progress in RAN1/RAN2.


Proposal 5: For AI/ML based CSI feedback, following aspects should be considered in RAN4
-   Performance requirements
· The performance requirement of AI/ML based CSI feedback should be evaluated, e.g. by the system throughput or [intermediate KPIs]
· High priority to test the generalized performance of AI/ML based CSI feedback, e.g.  under the assumption of UMa/UMi channel
· Existed RAN4 test examples for “reporting of PMI” can serve as a reference, e.g. requirement γ and test settings can be reused or updated
· Testability of two-sided CSI compression should be studied, e.g. whether/how to introduce a reference model(s)
· Test of RRM measurement(e.g. CSI-RS measurement accuracy) for AI/ML based CSI feedback may be needed
-   Core requirements
· Performance monitoring procedure, including performance evaluation and decision making procedure
· Model management procedure, including model selection/activation/deactivation, and model switching/fallback
· Latency/interruption requirement for above procedures
2.2.2 AI/ML based Beam management
Beam management(BM)-Case1 is agreed in RAN1, i.e. Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams. As example is shown in figure 4, the best beam(s) can be estimated through AI/ML based BM methods with L1 measurements on a beam subset. 


Figure 4.  Spatial-domain DL beam prediction
Another sub use case is beam management(BM)-Case2, i.e. Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams. As example is shown in figure 5, The best beam in the future can be predicted through AI/ML based BM methods based on the beam quality at the current and historical time. 
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Figure 5. Temporal DL beam prediction
For AI/ML based beam management, from our understanding, following aspects need to be considered,
	Performance requirements
	-  The performance requirement of AI/ML based Spatial/Temporal domain DL beam prediction should be evaluated, 
e.g. by the system throughput or [intermediate KPIs].
-  High priority to test the generalized performance of AI/ML based Spatial/Temporal domain DL beam prediction
-  Low priority to test the scenario-based performance of AI/ML based Spatial/Temporal domain DL beam prediction.

	
	- Test of RRM measurement(e.g. RSRP measurement accuracy of beams) for AI/ML based Spatial/Temporal domain DL beam prediction may be needed
Existed RRM requirement and procedures in RAN4 can be reused or updated

	Core requirements
	- Performance monitoring procedure, including
     - Model performance evaluation and decision making
- Model management procedure, including
     - Model selection/activation/deactivation
     - Model switching/fallback
- Latency/interruption requirement for above procedures
Core requirement of Spatial/Temporal domain DL beam prediction, especially the LCM related test, needs to be studied based on the progress in RAN1/RAN2.


Proposal 6: For Spatial/Temporal domain beam prediction, following aspects should be considered in RAN4
-  Performance requirements
· The performance requirement of AI/ML based Spatial/Temporal domain DL beam prediction should be evaluated, e.g. by the system throughput or [intermediate KPIs]
· High priority to test the generalized performance of AI/ML based Spatial/Temporal domain DL beam prediction
· Test of RRM measurement(e.g. RSRP measurement accuracy of beams) for AI/ML based Spatial/Temporal domain DL beam prediction may be needed
-   Core requirements
· Performance monitoring procedure, including performance evaluation and decision making procedure
· Model management procedure, including model selection/activation/deactivation, and model switching/fallback
· Latency/interruption requirement for above procedures
2.2.3 AI/ML based positioning
For AI/ML based positioning, direct AI/ML positioning and AI/ML assisted positioning are discussed and agreed in RAN1. For direct AI/ML positioning, the output of AI model is the estimated location. For AI/ML assisted positioning, the output of the AI model is the input of legacy positioning method, and the location can be estimated through a two-stage approach as shown in figure 6. However, although there are different methods for implementing AI/ML based positioning, when discussing test cases in RAN4, we do not need to differentiate the details of different positioning solutions. 
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Figure 6. Examples of AI/ML based positioning
For AI/ML based positioning, from our understanding, following aspects need to be considered first,
	Performance requirements
	-  The performance requirement of AI/ML based positioning should be evaluated, 
e.g. by positioning accuracy (in meters) achieved for [90]% users
- The intermediate results of AI/ML assisted positioning do not need to be evaluated separately
-  For AI based positioning, whether the test is for generalized performance or scenario-based performance should be studied. Note, in RAN1, the positioning performance that meet the 3GPP requirement are mostly derived from scenario-based models.

	
	- Test of RRM measurement(e.g. RSRP/CIR measurement and estimation accuracy)  for AI/ML based positioning may be needed
Existed RRM requirement and procedures in RAN4 can be reused or updated

	Core requirements
	- Performance monitoring procedure, including
     - Model performance evaluation and decision making
- Model management procedure, including
     - Model selection/activation/deactivation
     - Model switching/fallback
- Latency/interruption requirement for above procedures
Core requirement of AI/ML based positioning, especially the LCM related test, needs to be studied based on the progress in RAN1/RAN2.


Proposal 7:   For AI/ML based positioning, following aspects should be considered in RAN4
-  Performance requirements
· The performance requirement of AI/ML based Positioning should be evaluated, e.g. by positioning accuracy (in meters) achieved for [90]% users
· The intermediate results of AI/ML assisted positioning do not need to be evaluated separately
· Whether the test is for generalized performance or scenario-based performance should be studied
· Test of RRM measurement(e.g. RSRP/CIR measurement and estimation accuracy) for AI/ML based Positioning may be needed
-   Core requirements
· Performance monitoring procedure, including performance evaluation and decision making procedure
· Model management procedure, including model selection/activation/deactivation, and model switching/fallback
· Latency/interruption requirement for above procedures
3. Conclusions
[bookmark: _Hlk125811723]In this contribution, we discussed the Rel-18 AI/ML impacts to RAN4 and got following proposals
Proposal 1: Based on the progress in RAN1 and RAN2, and the research objectives of RAN4, following aspects should be considered:
· Focus on cases and issues with sufficient research progress and consensus in RAN1 and RAN2
· Establish a common testing framework for AI/ML features
· Studying performance requirement and core requirement at the sub use case level
Proposal 2: In RAN4 AI/ML discussion, should focus on the inference and monitoring phases including performance requirement and functional core requirement
Proposal 3: For RAN4 AI/ML performance requirements and tests, following options should be considered,
	Option 1: Task level test (Additional tests for AI/ML based solutions are not required)
	Option 2: Test for generalized performance
	Option 3: Test for scenario-based performance
Proposal 4: For RAN4 AI/ML core requirements and tests, following aspects can be considered,
	-  AI/ML life cycle management impacts
	-  Testability of two-sided model tests
	-  Core requirement for sub use cases, and should follow the progress in RAN1/RAN2
Proposal 5: For AI/ML based CSI feedback, following aspects should be considered in RAN4
	-   Performance requirements
· The performance requirement of AI/ML based CSI feedback should be evaluated, e.g. by the system throughput or [intermediate KPIs]
· High priority to test the generalized performance of AI/ML based CSI feedback, e.g.  under the assumption of UMa/UMi channel
· Existed RAN4 test examples for “reporting of PMI” can serve as a reference, e.g. requirement γ and test settings can be reused or updated
· Testability of two-sided CSI compression should be studied, e.g. whether/how to introduce a reference model(s)
· Test of RRM measurement(e.g. CSI-RS measurement accuracy) for AI/ML based CSI feedback may be needed
-   Core requirements
· Performance monitoring procedure, including performance evaluation and decision making procedure
· Model management procedure, including model selection/activation/deactivation, and model switching/fallback
· Latency/interruption requirement for above procedures
Proposal 6: For Spatial/Temporal domain beam prediction, following aspects should be considered in RAN4
-  Performance requirements
· The performance requirement of AI/ML based Spatial/Temporal domain DL beam prediction should be evaluated, e.g. by the system throughput or [intermediate KPIs]
· High priority to test the generalized performance of AI/ML based Spatial/Temporal domain DL beam prediction
· Test of RRM measurement(e.g. RSRP measurement accuracy of beams) for AI/ML based Spatial/Temporal domain DL beam prediction may be needed
-   Core requirements
· Performance monitoring procedure, including performance evaluation and decision making procedure
· Model management procedure, including model selection/activation/deactivation, and model switching/fallback
· Latency/interruption requirement for above procedures
Proposal 7:   For AI/ML based positioning, following aspects should be considered in RAN4
-  Performance requirements
· The performance requirement of AI/ML based Positioning should be evaluated, e.g. by positioning accuracy (in meters) achieved for [90]% users
· The intermediate results of AI/ML assisted positioning do not need to be evaluated separately
· Whether the test is for generalized performance or scenario-based performance should be studied
· Test of RRM measurement(e.g. RSRP/CIR measurement and estimation accuracy) for AI/ML based Positioning may be needed
-   Core requirements
· Performance monitoring procedure, including performance evaluation and decision making procedure
· Model management procedure, including model selection/activation/deactivation, and model switching/fallback
· Latency/interruption requirement for above procedures
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