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1. Introduction
Rel-18 Study Item was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface with the target to study the 3GPP framework for AI/ML for air-interface corresponding to each targeted use cases (i.e., CSI feedback enhancement, Beam management, and Positioning accuracy enhancements for different scenarios) regarding aspects such as performance, complexity, and potential specification impact [1] [2]. 
According to latest SID in [2], RAN4 is required to study the interoperability and testability aspects for each use case: Specifically, RAN4 is expected to study the requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable. 
	[bookmark: _Hlk130824939]For the use cases under consideration:
1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
   <content omit>
2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
<content omit>
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
<content omit>
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


In this contribution, we would like to provide our viewpoints on the interoperability and testability aspects for AI/ML for NR air interface.  
2. Interoperability for AI/ML air interface 
The concept of interoperability aspects for AI/ML air interface is new issue from RAN4 perspective. In general, our understanding is all RAN4 works on core and performance parts are relevant to the interoperability for air interface, including the RF performance of UE/gNB, the correct UE/gNB operation for RRM procedure, and demodulation performance for the UE/gNB baseband. However, the designated “interoperability” aspects for AI/ML NR air interface needs more clarification. 
Observation 1: The definition of “interoperability” needs to be clarified firstly in RAN4. 
From our understanding, the study item on “AI/ML for NR air interface” is introduced to characterize AI/ML framework for physical layer in which the following aspects are new and specifically related to AI/ML operation, as provided in SID:
	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate


 
In short, the interoperability aspects for AI/ML operation can be considered from the network-UE collaboration and lifecycle management (LCM) of AI/ML model perspectives, respectively. It should be noted that the analysis from i.e., network-UE collaboration and LCM of AI/ML model perspectives, are just to understand the AI/ML operation from two different angles, but not necessarily exclusive to each other. 
Proposal 1: RAN4 shall have the study on “interoperability” by at least considering the RAN1 introduced concepts of (a) network-UE collaboration levels of AI/ML Operation, and (b) LCM for AI/ML model. 
2.1 Network-UE collaboration levels of AI/ML Operation
2.1.1 RAN1 Agreements 
From network-UE collaboration perspective, the following agreements have been achieved in RAN1#109 on the basic classification of network-UE collaboration: 
	Agreement RAN1#109
Take the following network-UE collaboration levels as one aspect for defining collaboration levels.
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 



Furthermore, in RAN1#110b-e, the boundaries between the collaboration levels have been further clarified.
	Agreement RAN1#110b-e
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)

Working Assumption RAN1#110b-e
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
Clarifying note: Level y includes cases without model delivery.



For Level-y and Level-z, by further considering at least the aspects of model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models, the following cases are provided in RAN1#112: 
	Agreement RAN1#112
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 



2.1.2 Network-UE collaboration levels: Impact on interoperability
N/W-UE Collaboration Level x
Firstly, the network-UE collaboration Level x is defined by requiring the implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) and collaboration between network and UE. Because there is no AI/ML-specific enhancement and collaboration for Level x, obviously there is no interoperablity issue which shall be discussed in RAN4.
Proposal 2: For network-UE collaboration Level x, RAN4 shall not study the interoperability aspect. 

N/W-UE Collaboration Level-y
For the Level y collaboration level, it has been characterized by “signaling-based collaboration without model transfer”, by which the signalling-based collaboration requires the interoperability between UE and the OTT server. The AI/ML model shall be delivered (if needed) over-the-top, from the OTT server located outside the 3GPP network. Furthermore, since the model delivery (if needed) is characterized as OTT-based, the model format is no longer a 3GPP-relevant issue, instead which shall be treated only as user plane data, or even data delivered over non-3GPP network(s), which contains no interoperability aspect to be studied in 3GPP scope. 
Furthermore, the related “signaling” for network-UE collaboration Level y could involves 3GPP-relevant signaling, e.g., to enable/disable a certain AI/ML-enabled functionality or AI/ML-enabled feature, but it is obviously out of the scope of RAN4 and also should be discussed based on the introduced signaling in RAN1/2 as a use-case specific manner. Obviously, the above interoperability aspect depends on whether 3GPP signaling is introduced for a certain AI/ML (sub-)use case, which shall be out of the scope of Rel-18 study item. 

[image: ]
Fig. 1: Model delivery and related signalling for network-UE collaboration Level y.

Proposal 3: For network-UE collaboration Level y, RAN4
    - FFS the interoperability aspect because of the 3GPP signalling (if introduced) for a specific AI/ML (sub-)use case in follow-up work item (if any), but which is out of the scope of Rel-18 study item;
    - shall not study the interoperability aspect for OTT-based model delivery. 

N/W-UE Collaboration Level z
By differentiating the model format used in the delivery and training location, the network-UE collaboration Level z1 to z5 are provided. By comparing the proprietary-format with open-format model, which are provided as below as the working assumption from RAN1#111, we identified that the model transfer with proprietary-format shall be precluded from 3GPP discussion, because the proprietary-format models are not mutually recognized across vendors, with which the interoperability can be only maintained by accepting a private non-3GPP protocol/rule. 
	Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared



Similar to Level y, the related “signaling” for network-UE collaboration Level z involves 3GPP-relevant signaling, e.g., to enable/disable a certain AI/ML-enabled functionality or AI/ML-enabled feature, but it is also out of the scope of RAN4 and also should be discussed based on the introduced signaling in RAN1/2 as a use-case specific manner. So the relevant interoperability aspect shall be out of the scope of Rel-18 study item.
Proposal 4: For network-UE collaboration Level-z, RAN4
    - FFS the interoperability aspect because of the 3GPP signalling for a specific AI/ML (sub-)use case in follow-up work item (if any), but which is out of the scope of Rel-18 study item;
    - shall not study the interoperability aspect for the model transfer with proprietary-format;
    - FFS the interoperability aspect for the model transfer with open-format;

2.2 Life Cycle management (LCM) of AI/ML model
2.2.1 RAN1 Agreements 
The Life Cycle Management (LCM) of AI/ML model has been studied and characterized in RAN1. Specifically, RAN1#110 agreed the following aspects to be studied under model LCM. 

	Agreement RAN1#110 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


 
Moreover, RAN1#110b and RAN1#111 made the following agreements regarding model-ID and functionality-based LCM. 

	Agreement RAN1#110-bis
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

Agreement RAN1#111
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs



And in RAN1#112, further clarification is provided for UE-side models and UE-part of two-sided models as below
	Agreement RAN1#112
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 

FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 



2.2.2 Life Cycle management (LCM) of AI/ML model: Impact on interoperability
The life cycle management of AI/ML model is the characterized by handling the AI/ML model used and to be used for AI/ML operation, which involves the required interoperability between UE and other entities.  
The overall procedure of LCM

Model Storage
(Within or outside of 3GPP entity)
Model Inference
Model transfer/delivery
Model monitoring 
Inference output
Model inference control
Data for Inference
Data Collection
Data for Training
Data for Model Monitoring
Model Training/Update 
(Within or outside of 3GPP entity)
Model deployment/update
Model training/update control
Model select, activate, deactivate, switch, fallback 


Fig. 2: Overall procedure of AI/ML model LCM

The overall procedure of AI/ML model LCM has been discussed in RAN1: While there is no conclusion on the inter-relationship among each model operation (e.g., the above overall procedure is just one example from one company), it is the common understanding that at least the following model operations are the ones to be studied: 
· Data collection: Based on RAN1 conclusion from RAN1#110bis-e, “Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.”
· Model monitoring and Model selection/(de)activation/switching/fallback: These procedures can be interpreted as the model management. Particularly, for AI/ML monitoring, it is agreed to study “for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).”
· Model inference: The model inference operation shall be the core to derive the output based on AI/ML operation, by which the concerned air interface (sub-)use case shall be benefit from. 
· Model training/update: This could include initial training before the deployment of AI/ML air interface (sub-)use case, and model update after the deployment of AI/ML air interface (sub-)use case. It should be noted that the model training/update could be performed within or outside the 3GPP entities. 
· Model storage: After the model is developed or updated, the model could be stored in a model repository, from which the model can be transferred or delivered to the gNB/UE for model inference. It should be noted that the model storage could be performed within or outside the 3GPP entities. 
By reviewing the above understanding for different stage of AI/ML model LCM, we proposed that RAN4 shall further study the interoperability issues for individual LCM procedures. 
Observation 2: AI/ML model LCM procedures need the following model operations, which could have potential interoperability issues to be studied in RAN4:
-	Data collection
-	Model monitoring and Model selection/(de)activation/switching/fallback
-	Model training/update
-	Model storage

Model monitoring and Model selection/(de)activation/switching/fallback
By reviewing the above understanding for different stage of AI/ML model LCM, we have observed the similarity between the AI/ML model operation and traditional cellular system operation. Particularly for the model monitoring (in which the performance of AI/ML model inference and/or the other environment conditions are under monitoring), it is similar to radio link monitoring (RLM, in which the downlink radio link quality on the RLM-RS resources). 
Take the CSI compression sub-use case for example: model monitoring can be performed in UE side, in which the CSI and other conditions can be more easily perceived and the reference Encoder/Decoder can be used to derived the metrics to be monitored, including model inference accuracy, system performance, data distribution etc. Similar to RLM, the performance of delay requirement of model monitoring shall be considered for interoperability aspects. 
[image: ]
Fig. 3: Illustration of model monitoring for CSI compression sub-use case

For model selection/(de)activation/switching/fallback in both functionality-based and Model-ID based LCM (which will be elaborated in detailed in the following part of the discussion), it is observed to be similar to RRM procedures such as SCell activation/deactivation, TCI state switching, and SCell release procedure. Similarly, the performance of model selection/(de)activation/switching/fallback, e.g., delay/interruption requirement shall be considered for interoperability aspects. 
Proposal 5: RAN4 shall discuss the interoperability aspect for the AI/ML model management, including: 
   - The performance of model monitoring, e.g., the delay requirement (similar as radio link monitoring (RLM) operation) 
   - The performance of model selection/(de)activation/switching/fallback, e.g., delay/interruption (similar as SCell activation/deactivation, TCI state switching, and SCell release operation).

Model inference
The model inference performance shall be interpretated as performance requirement to be guaranteed for interoperability, similar as the other RAN4 defined performance requirements. 
Proposal 6: RAN4 shall discuss the interoperability aspect for model inference: 
   - The performance of model inference is guaranteed by performance KPI for each use case. 

Model deployment/update/transfer/delivery
For the AI/ML model deployment/update to model storage and model transfer/delivery from model storage, it is not necessary to define RAN4 requirements to guarantee the related interoperability aspects, because this can be implicitly guaranteed if the model inference performance is maintained. 
Proposal 7: For model deployment/update/transfer/delivery which is from/to model storage, RAN4 shall not consider the related interoperability aspects.

Model training/update
Model training/update can be interprated as the initial training before the deployment of AI/ML air interface (sub-)use case, and model update after the deployment of AI/ML air interface (sub-)use case, repsectively. It should be noted that the model training/update could be performed within or outside the 3GPP entities. For offline training or training in non-3GPP entities, the performance of model management and model inference can implicitly guarantee the interoperability for model training, therefore RAN4 shall not study the interoperability aspect for model training/update. For model training and update in 3GPP entities, because it is totally new procedure we suggest to further study how/whether the interoperability shall be guaranteed.
Observation 3: For offline training or any training/update in non-3GPP entities, the performance of model management and model inference can implicitly guarantee the interoperability for model training/update. 
Proposal 8: For model training/update in 3GPP entities, FFS whether/how to guarantee the interoperability. 

Additional Issues for Two-sided model
Particularly for CSI compression sub-use case, two-sided model is needed to encode and decode the CSI information observed at UE side. Different from one-sided model, the interoperability between the encoder and decoder needs to be guaranteed for CSI compression, and this should be the general issue to be considered for other two-sided model(s) (if identified). 
Observation 4: For two-sided model, the interoperability shall be guaranteed between the two models located in TX and RX. 
Furthermore, RAN1 has identified three types of model training collaboration for 2-sided model, under the discussion on CSI compression sub-use case: 
	 Agreement RAN1#110 under AI 9.2.2.2
In CSI compression using two-sided model use :case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 



[image: ]
Fig. 4: Illustration of three types of training collaboration for two-sided model

In general two-sided models can be developed either by a single vendor (Type 1) or by two or more vendors through collaboration (Type 2 or 3).  In all the three types, the two-sided models can be either developed in an offline setup or online setup wherein in the latter the collection of training inputs (data, gradient values etc.) is via the air-interface. However, online model training and update requires sharing extensive training dataset and other quantities such as backpropagation gradient values for training, which requires additional procedure to guarantee the interoperability. 
Observation 5: For Type 2 and Type 3 training collaboration for two-sided model, additional procedure is required to guarantee the interoperability for model training. 
Furthermore, for Type-2 and Type-3 training collaboration for two-sided model, the following questions shall be answered to guarantee the interoperability. 
Observation 6: For Type-2 and Type-3 training collaboration for two-sided model, the following questions can be considered to guarantee interoperability. 
Type-2 training collaboration: How/whether forward/backward propagation can be guaranteed?
Type-3 training collaboration: Given training data and reference model provided, what is the expected/minimum AI performance?

Model-ID based LCM and Functionality-based LCM
Based on the RAN1 agreement provided in RAN1#112, the major difference between functionality-based LCM and model-ID-based LCM lies in whether or not the associated AI/ML model is identified by an explicit model ID known in the scope of 3GPP. 
· For Model-ID-based LCM, the model ID is registered to link to a particular AI/ML model, by which UE may report its AI/ML capability by referring to a particular model ID and the corresponding LCM assistance from the gNB shall be performed based on the model ID. Moreover, not only model selection/activation/deactivation/switching/fallback shall be “based on individual model IDs” as agreed in RAN1, this model ID can be used to download or upload a model in case of mode transfer.
· For Functionality-based LCM, however, model LCM is performed by implicitly pointing to an AI/ML algorithm/model by referring to the associated functionality. From RAN1#112, it is agreed that for functionality-based LCM, “models may not be identified at the network, and UE may perform model-level LCM”, and “Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI)”. It should be noted that the granularity of the functionality is still under discussion in RAN1, and the functionality could be linked to a tuple with {(sub) use case, scenario, configuration}, under which UE can claim its support of the concerned functionality. 
[image: ]
Fig. 5: Illustration of Model-ID based and Functionality-based LCM

With the above understanding on Model-ID and Functionality-based LCM, we observed: 
Observation 7: Both Model-ID and Functionality-based LCM require UE and gNB to guarantee the interoperability.  
2.2.3 Summary of Interoperability Analysis
Based on the above analysis, the interoperability analysis for AI/ML operation for NR air interface can be summarized as below:
Proposal 9: The interoperability analysis for AI/ML operation for NR air interface are proposed and summarized as below:

	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaratneed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guratneed by model inference perf.)
	Interoeprability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guratneed by model inference perf.)

FFS two-sided model training: e.g., Type-2/3 training collaboration. 
	Interoperability guranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI




3. Testability for AI/ML air interface
3.1 General
The concept of testability is usually interpretated as the relevant technical feasibility study for the test methodology to be used in conformance testing, including test setup/environment and other testing aspects for certain conformance testing, e.g., the 3GPP study items on MIMO OTA testability and FR2 UE testability. 
For AI/ML operation for NR air interface, the study on the testability is the new issue from RAN4 perspective. In general, our understanding is at least the below aspects shall be included:  
Observation 8: The term of testability in RAN4 for AI/ML air interface at least involves the following aspects: 
     (a)  Whether or not AI/ML-based method can achieve enough gain over traditional method, which can be tested and used to identify that AI/ML-based method is well implemented?
     (b)  Testability issues unique for AI/ML operation: 
              Testability for model monitoring
              Testability for model selection/(de)activation/switching/fallback performance
              Testability for Type-2/3 training collaboration for two-sided model

Furthermore, for the first aspect, i.e., “Whether or not AI/ML-based method can achieve enough gain over traditional method, which can be tested and used to identify that AI/ML-based method is well implemented”, obviously it should be studied per (sub-)use case, and belong to the scope of the leading WG, i.e., RAN1 for these three RAN1-led use cases. Similar to other features to be studied/introduced by other WG, it is not RAN4’s responsibility to verify the potential gain, which could be used as the justification for introducing this new feature. 
[bookmark: _Hlk131781165]Observation 9: For new feature study led by other WG, it is NOT RAN4’s responsibility to verify the potential gain to be the justification for 3GPP to introduce this new feature. 

Accordingly, we have the following proposal for the 1st aspect of testability. 
Proposal 10: Whether or not AI/ML-based method can achieve enough gain over traditional method, which can be tested and used to identify that AI/ML-based method is well implemented 
      - FFS per use case, 
      - belongs to the scope of leading WG, i.e., RAN1 for these three RAN1-led use cases. 
            
Therefore, the testability issue to be focused in RAN4 shall be the testability issue unique for AI/ML operation.
Proposal 11: For Rel-18 AI/ML study item, RAN4 shall only focus on 
      - Testability issues unique for AI/ML operation.
3.2 Testability for model monitoring
As elaborated above, model monitoring is the key module to guarantee the performance of AI/ML model inference, because the generality is widely regarded as the issue for AI/ML operation. In short, under different environment conditions, different AI/ML models could be utilized for performance guarantee. 
[image: ]
Fig. 6: Testing of Model Monitoring (Example based on CSI compression use case with Model-ID-based LCM)

Take the CSI compression sub-use case for example: to test the model monitoring performed in UE side, at least the following aspects shall be studied: 
Proposal 12: RAN4 further study the testability issues for model monitoring, including
      - The testability of the model monitoring interface: how/whether intermediate KPI can be tested?
      - The test framework/procedure to guarantee the model monitoring: e.g., based on delay requirement (similar to RLM). 

3.3 Testability for model selection/(de)activation/switching/fallback
The procedure of model selection/(de)activation/switching/fallback in both functionality-based and Model-ID based LCM can be regarded as comparable to RRM procedures such as SCell activation/deactivation, TCI state switching, and SCell release procedure. Given that, the testability for model selection/(de)activation/switching/fallback shall be studied by comparing with existing RRM requirement. 
Observation 10: Similarity is observed between model selection/(de)activation/switching/fallback and existing RAN4 core requirement for RRM, such as SCell activation/deactivation, TCI state switching, and SCell release procedure. 
Proposal 13: RAN4 further study the testability issues for model monitoring, including
      - The testability of the model selection/(de)activation/switching/fallback: how/whether the completion of the procedure can be known to TE.
      - The test framework/procedure to guarantee the model monitoring: e.g., based on delay/interruption requirement (similar to existing RRM requirement). 

3.4 Testability for Type-2/3 training collaboration for 2-sided model
As mentioned above, two-sided models can be developed either by a single vendor (Type 1) or by two or more vendors through collaboration (Type 2 or 3).  In all the three types, the two-sided models can be either developed in an offline setup or online setup wherein in the latter the collection of training inputs (data, gradient values etc.) is via the air-interface. However, online model training and update requires sharing extensive training dataset and other quantities such as backpropagation gradient values for training, and then the question about the testability of Type-2/3 training collaboration should be further studied in RAN4.
Particularly, we observed at least the test time/effort issue to be noted by RAN4: 
· In Type-2 joint training at the two sides: The intermediate training data shall be transferred between UE and TE if the transfer is over the air interface. E.g., the dataset, forward and backward propagation values shall be tranferred. Furthermore, to make sure the training is converged, a certain number rounds of training shall be performed. By considering the size of AI/ML model and the rounds of training, the required test time/effort can be huge. 
· In Type-3 seperate training at the two sides: To avoid the delievery of the developed model, the dataset delivery is expected, which could be the extensive effort if it is over the air interface. On the other hand, if the delievery is not over air interface, we are not quite sure the necessity of testing for Type-3 seperate training, if the inference performance will be guaranteed by other performance requirements/testing. 
By considering the above difficulties and feasibility issues of Type-2/3 join-training, and also the fact that Type-2/3 training collaboration is only for two-sided model and there is only one (sub-)use case for two-sided model AI/ML operation, i.e., CSI compression, we suggest RAN4 shall deprioritize the discussion on Type-2/3 joint training. 
[bookmark: _Hlk131781919]Proposal 14: RAN4 shall deprioritize the discussion on Testability for Type-2/3 training collaboration for two-sided model.

3. Conclusion
In this contribution, we provided our viewpoints on the on the interoperability and testability aspects for AI/ML for NR air interface, accordingly the following observations and proposals are obtained: 
Interoperability for AI/ML air interface
Observation 1: The definition of “interoperability” needs to be clarified firstly in RAN4. 
Proposal 1: RAN4 shall have the study on “interoperability” by at least considering the RAN1 introduced concepts of (a) network-UE collaboration levels of AI/ML Operation, and (b) LCM for AI/ML model. 
Proposal 2: For network-UE collaboration Level x, RAN4 shall not study the interoperability aspect. 
Proposal 3: For network-UE collaboration Level y, RAN4
    - FFS the interoperability aspect because of the 3GPP signalling (if introduced) for a specific AI/ML (sub-)use case in follow-up work item (if any), but which is out of the scope of Rel-18 study item;
    - shall not study the interoperability aspect for OTT-based model delivery. 
Proposal 4: For network-UE collaboration Level-z, RAN4
    - FFS the interoperability aspect because of the 3GPP signalling for a specific AI/ML (sub-)use case in follow-up work item (if any), but which is out of the scope of Rel-18 study item;
    - shall not study the interoperability aspect for the model transfer with proprietary-format;
    - FFS the interoperability aspect for the model transfer with open-format;
Observation 2: AI/ML model LCM procedures need the following model operations, which could have potential interoperability issues to be studied in RAN4:
-	Data collection
-	Model monitoring and Model selection/(de)activation/switching/fallback
-	Model training/update
-	Model storage
Proposal 5: RAN4 shall discuss the interoperability aspect for the AI/ML model management, including: 
   - The performance of model monitoring, e.g., the delay requirement (similar as radio link monitoring (RLM) operation) 
   - The performance of model selection/(de)activation/switching/fallback, e.g., delay/interruption (similar as SCell activation/deactivation, TCI state switching, and SCell release operation).
Proposal 6: RAN4 shall discuss the interoperability aspect for model inference: 
   - The performance of model inference is guaranteed by performance KPI for each use case. 
Proposal 7: For model deployment/update/transfer/delivery which is from/to model storage, RAN4 shall not consider the related interoperability aspects.
Observation 3: For offline training or any training/update in non-3GPP entities, the performance of model management and model inference can implicitly guarantee the interoperability for model training/update. 
Proposal 8: For model training/update in 3GPP entities, FFS whether/how to guarantee the interoperability. 
Observation 4: For two-sided model, the interoperability shall be guaranteed between the two models located in TX and RX. 
Observation 5: For Type 2 and Type 3 training collaboration for two-sided model, additional procedure is required to guarantee the interoperability for model training. 
Observation 6: For Type-2 and Type-3 training collaboration for two-sided model, the following questions can be considered to guarantee interoperability. 
Type-2 training collaboration: How/whether forward/backward propagation can be guaranteed?
Type-3 training collaboration: Given training data and reference model provided, what is the expected/minimum AI performance?
Observation 7: Both Model-ID and Functionality-based LCM require UE and gNB to guarantee the interoperability.  
Proposal 9: The interoperability analysis for AI/ML operation for NR air interface are proposed and summarized as below:

	
	Model Training
	Model monitoring and Model selection/(de)activation/
switching/fallback
	Model Inference

	N/W-UE Collaboration 
Level-x
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guaratneed by model inference perf.)
	N/A
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-y
	N/A
(training in non-3GPP entities or offline training as baseline, model training perf. guratneed by model inference perf.)
	Interoeprability guaranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
	Interoperability guaranteed by
 - Use case KPI

	N/W-UE Collaboration 
Level-z
	N/A for one-sided model training
(training in non-3GPP entities or offline training as baseline, model training perf. guratneed by model inference perf.)

FFS two-sided model training: e.g., Type-2/3 training collaboration. 
	Interoperability guranteed by
 - Model monitoring perf.
 - Model selection/(de)activation/
switching/fallback perf.
No interoperability aspects for 
 - model deployment
/update/transfer/delivery from/to model storage
	Interoperability guaranteed by
 - Use case KPI



Testability for AI/ML air interface
Observation 8: The term of testability in RAN4 for AI/ML air interface at least involves the following aspects: 
     (a)  Whether or not AI/ML-based method can achieve enough gain over traditional method, which can be tested and used to identify that AI/ML-based method is well implemented?
     (b)  Testability issues unique for AI/ML operation: 
              Testability for model monitoring
              Testability for model selection/(de)activation/switching/fallback performance
              Testability for Type-2/3 training collaboration for two-sided model
Observation 9: For new feature study led by other WG, it is NOT RAN4’s responsibility to verify the potential gain to be the justification for 3GPP to introduce this new feature. 
Proposal 10: Whether or not AI/ML-based method can achieve enough gain over traditional method, which can be tested and used to identify that AI/ML-based method is well implemented 
      - FFS per use case, 
      - belongs to the scope of leading WG, i.e., RAN1 for these three RAN1-led use cases. 
            
Proposal 11: For Rel-18 AI/ML study item, RAN4 shall only focus on 
      - Testability issues unique for AI/ML operation.
Proposal 12: RAN4 further study the testability issues for model monitoring, including
      - The testability of the model monitoring interface: how/whether intermediate KPI can be tested?
      - The test framework/procedure to guarantee the model monitoring: e.g., based on delay requirement (similar to RLM). 
Observation 10: Similarity is observed between model selection/(de)activation/switching/fallback and existing RAN4 core requirement for RRM, such as SCell activation/deactivation, TCI state switching, and SCell release procedure. 
Proposal 13: RAN4 further study the testability issues for model monitoring, including
      - The testability of the model selection/(de)activation/switching/fallback: how/whether the completion of the procedure can be known to TE.
      - The test framework/procedure to guarantee the model monitoring: e.g., based on delay/interruption requirement (similar to existing RRM requirement). 
Proposal 14: RAN4 shall deprioritize the discussion on Testability for Type-2/3 training collaboration for two-sided model.
4. Reference
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