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1 [bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK132][bookmark: OLE_LINK133]Introduction
[bookmark: _Ref516345544]An SI “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” [1] was agreed in RAN#94. Under this SI, RAN4 is tasked to study the interoperability and testability, as captured below.
	1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference),  and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
Consider the need and implications for AI/ML processing capabilities definition


In this paper, we provide our views about the expected RAN4 work in this SI.
2 Discussion
[bookmark: _Ref54117246]As this is a study item, we believe that the whole RAN4 discussions should not focus on how to define the exact test case. Instead, it is more important to investigate 
1) RAN4 scope clarification, including whether an issue should be discussed in RAN4 and the job partition among RF, RRM, Demod and testing sessions
2) Potential methodology changes, compared to existing RAN4 spec
3) Others

2.1	Scope clarification

In our understanding all the offline activities, including data collection and model training should not be discussed in RAN4. They are more about how vendors design their devices (BS or UE). In principle, RAN4 does not specify how the devices are designed, but only specify their expected performance
[bookmark: _Ref131861209]Proposal 1: How offline data collection and model training are conducted is out of the scope of RAN4 discussion.
On the other hand, we understand that RAN1/2 may discuss potential procedure for online data collection and model training. However, at this moment it is still not 100% clear whether those will be agreed or even be introduced in the later WI. Therefore, we suggest RAN4 to on hold the corresponding discussions for now.
Regarding Lifecycle management (LCM), we tend to believe this is very similar to several RRM requirements. 
· Monitoring is to continuously identify a right time to activate/deactivate AI operation or switch to a different AI model. This is very similar to the background measurements on both serving and neighbouring cells in order to trigger the handover or PSCell addition. Pending on the conclusions in other WGs, RAN4 may need to introduce requirements such as monitoring period (and accuracy).
· Activation/deactivation is to enable/disable a certain AI model. In our view UE may require a certain delay to finish the activation/deactivation procedure. Pending on the conclusions in other WG, RAN4 may need to introduce the corresponding delay requirements for activation/deactivation.
· Update/switch is to change a certain level of detail setting in the current AI model. Similar to activation/deactivation, we expect a delay requirement for UE to finish the task.
With above discussions, we see LCM is very similar to some existing RRM requirements and suggest discussing the corresponding LCM requirements in RRM session.
[bookmark: _Ref131861211]Proposal 2: LCM related requirements are to be handled by RRM session.
Regarding specific use cases, we believe RAN4 can follow the current session partition to handle them, i.e., CSI in Demod session and BM/POS in RRM session.
[bookmark: _Ref131861213]Proposal 3: For specific use cases, CSI is expected to be discussed in Demod session and BM/POS in RRM session.

2.2	Potential changes

One very obvious discussion point is about how RAN4 is going to test the devices. In our view, RAN4 already defines many legacy test cases. Any new features need to be justified to provide sufficient benefit (at least no degradation) over the legacy performance. Therefore, it is important that in the WI phase, RAN4 should strive to develop the test cases which show sufficient benefit over legacy non-AI/ML-assisted performance. One similar example is the current PMI test. Two throughputs are evaluated based on ‘follow PMI’ and ‘random PMI’, and UE is expected to demonstrate sufficient difference between 2 throughputs.
[bookmark: _Ref131861214]Proposal 4: RAN4 should strive to develop the test cases which shows sufficient benefit over legacy non-AI/ML-assisted performance.
A second level of the testability discussion is whether the test cases only verify the existing performance metrics (such as overall throughput, measurement delay/accuracy) or also have to check some intermediate metrics to ensure the AI module is operating correctly. In our view, this depends on some further study. If significant performance benefit can already be observed by using AI module or if only proprietary solutions are introduced by RAN1/2 later, it is likely we only have to check the existing performance metrics. Otherwise, we also need to check other intermediate metrics to ensure correct UE implementation. One similar existing case is that in CQI tests RAN4 will also check the reported CQI distribution to ensure that UE reports CQI according to the time-varying channel quality.
[bookmark: _Ref131861216]Proposal 5: RAN4 to further check whether the test cases only verify the existing performance metrics or also have to check some intermediate metrics to ensure the AI module is operating correctly.
One of the main topics for this AI/ML is about prediction, either for CSI or beam management. It would be very interesting to discuss how to verify UE’s prediction performance. So far, all the CQI/PMI/RI tests assume a fix SNR level throughout the whole tests. Even for a changing SNR test case like RLM or measurement events, how the SNR changes over time is fixed. These are not suitable to really understand the prediction performance of the AI module. RAN4 may need to study whether to introduce a somehow dynamic test environment (e.g., with random changes in SNR level) for AI/ML.
[bookmark: _Ref131861218]Proposal 6: RAN4 to study whether to introduce a dynamic test environment (e.g., with random changes in SNR level) for AI/ML
RAN4 also needs to study how to ensure scalability and generalization. Even in the current spec, RAN4 did not specify test cases for all possible configurations and channel models. (Actually this is impossible). What RAN4 usually did is to discuss the test case setup such that they are aligned with the real deployment as much as possible and at the same time ensure sufficient performance difference between right and wrong UE implementation. Then we have the confidence the UE who can pass the RAN4 test case will perform well in the real field. For AI/ML, we may need to consider this from a different angle, because all AI modules were already trained based on a certain set of input/output data patterns. The test cases need to be designed to avoid an over-trained UE who can easily pass but failed to perform acceptably in the real field. 
[bookmark: _Ref131861220]Proposal 7: RAN4 should guarantee the test cases are designed to avoid an over-trained UE who can easily pass but failed to perform acceptably in the real field

2.3	Others

In RAN1/2, one discussion point is about whether to introduce 1-side model or 2-side model framework. Although this issue is currently handled by other WGs, from RAN4 testing perspective we tend to believe that we should proceed in a step-by-step manner. In other words, we suggest RAN4 can start from 1-side model which is easier and can be used as the foundation for advanced 2-side model.
[bookmark: _Ref131861221]Proposal 8: RAN4 can start from 1-side model which is easier and can be used as the foundation for advanced 2-side model
RAN4 test cases are designed for specific features or UE capabilities. The UE capability could be based on the use cases, or the computation power of the AI module. At this moment, how UE capabilities will be designed for AI/ML features is unclear. RAN4 may need to discuss how to address different AI/ML capabilities.
We believe that in the beginning of the discussion, the AI/ML module is only expected to replace some specific module, e.g., CSI acquisition or beam prediction. However, as the technology evolves, the AI/ML module may be designed to cover multiple functionalities inside a UE, e.g., to do CSI compression and prediction at the same time. How to define the corresponding test cases for this kind of hybrid-functionality AI module may need to be discussed in future RAN4.
3 Conclusion
In the contribution, we provided our initial view on AI/ML. We have the following proposals
Proposal 1: How offline data collection and model training are conducted is out of the scope of RAN4 discussion.
Proposal 2: LCM related requirements are to be handled by RRM session.
Proposal 3: For specific use cases, CSI is expected to be discussed in Demod session and BM/POS in RRM session.
Proposal 4: RAN4 should strive to develop the test cases which shows sufficient benefit over legacy non-AI/ML-assisted performance.
Proposal 5: RAN4 to further check whether the test cases only verify the existing performance metrics or also have to check some intermediate metrics to ensure the AI module is operating correctly.
Proposal 6: RAN4 to study whether to introduce a dynamic test environment (e.g., with random changes in SNR level) for AI/ML
Proposal 7: RAN4 should guarantee the test cases are designed to avoid an over-trained UE who can easily pass but failed to perform acceptably in the real field
Proposal 8: RAN4 can start from 1-side model which is easier and can be used as the foundation for advanced 2-side model
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