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1 Introduction
In RAN#99, the status report of Rel-18 WI of NR demodulation performance evolution, the work objective for advanced receiver to cancel inter-user interference for MU-MIMO is defined [1].  The work objective is to evaluate and specify advanced receiver to cancel inter-user interference for MU-MIMO. This work is split into two phases where the first phase studies the performance gain, reference receiver assumption, interference modelling, testability, required signalling overhead, as well as impact on other WGs. The initial receiver candidates are E-MMSE-IRC and R-ML. In the second phase it is expected to specify PDSCH demodulation requirements under MU-MIMO scenario with advanced receiver.

2 Discussion
2.1 Background
[bookmark: _Hlk95316233]New test cases of PDSCH with intra-cell inter-user interference were introduced in Rel-17 test specification [2]. These requirements were defined assuming MMSE-IRC receiver to mitigate co-scheduled UE interference. For Rel-18 the work objective is to evaluate and specify advanced receiver to cancel inter-user interference for MU-MIMO for improved performance over Rel-17 baseline. In the previous meeting some agreements were already achieved to initiate the study phase simulations. In the following Chapter 2.2 we will discuss agreed receiver assumptions for study phase. Next in the Chapter 2.3 we will discuss assistant information related issues. Finally in Chapter 2.4 we will show simulation results of agreed simulation assumptions and show several observations of these results.
2.2 Advanced receiver options
To improve receiver performance from Rel-17 MMSE-IRC solution, new advanced receiver to cancel inter-user interference for MU-MIMO is proposed to be introduced in Rel-18. The initial receiver candidates are E-MMSE-IRC and R-ML.
Issue 1-1: Reference receiver assumption for E-MMSE-IRC

,
 .

E-MMSE-IRC receiver assumption was agreed in the previous meeting WF [3].
Reduced complexity Maximum Likelihood detection (R-ML) receiver assumption was discussed in the previous meeting and the following 3 options were notified as listed in Issue 1-2.
Issue 1-2: Reference receiver assumption for R-ML
· Option 1: UE perform RML algorithm for serving and all co-scheduled UEs in the cell
· Option 2: UE perform RML algorithm for serving layer(s) + x interference layer(s)
· Option 2A: x depends on UE’s capability of modulation order detection and perform E-IRC algorithm for rest interference layers
· Option 3: UE can perform R-ML algorithms in the scenario with one additional co-scheduled UE (besides the UE under test) on all the interfering layers at each slot on the same frequency domain resource

We think it would be good starting point to assume UE can perform R-ML for serving and all co-scheduled UE layers. However, as will be discussed later in Issue 3-2-1 the modulation order of co-scheduled UE needs to be known by UE by assistant information. For simplicity, it would be better in a case of multiple co-scheduled UEs, the same modulation order would be used to limit signalling overhead, otherwise UE may need to fallback to E-MMSE-IRC receiver assumption.
Proposal #1: UE perform R-ML algorithm for serving and all co-scheduled UEs with known modulation order in the cell.
2.3 Assistant information discussion
One goal in work item description is to find if any assistant information is needed for advanced receiver. There are several open issues related to assistant information identified in the last meeting listed in WF [3]. These issues are discussed in this chapter.
Issue 3-1-1: The presence of co-scheduled UE
· Whether this information is needed:
· [bookmark: _Hlk127895542]UE should know the presence of MU-MIMO transmission
· If needed, how could be obtained by the UE:
· Option 1: Blind detection should be studied 
· Option 2: By assistant information signalling

Related to Issue 3-1-3 of co-scheduled UE DMRS port allocation and Issue 3-1-8 of co-scheduled UE frequency domain allocation, we believe the blind detection of those properties is possible with reasonable accuracy of ports and PRBs with notable signal power, also indicating the presence of co-scheduled UEs. However, the big problem of using only blind detection are scenarios when any co-scheduled UEs are not present, and all blind detection would cause unnecessary UE processing and power consumption. Therefore, some indication of the presence of co-scheduled UEs needs to be signalled to UE that can be implicit or explicit depending on other assistant information.
Observation #1: Blind detection of the presence of MU-MIMO transmission would cause unnecessary UE processing and power consumption in scenarios when MU-MIMO transmission is not used.
Proposal #2: UE needs to know the presence of MU-MIMO transmission by assistant information signalling.
Issue 3-1-2: The DMRS sequence information for the co-scheduled UE
· Whether this information is needed:
· UE should know the DMRS sequence information for the co-scheduled UEs
· If needed, how could be obtained by the UE:
· Option 1: UE assumes the DMRS sequences for all co-scheduled UEs are always the same with that of the target UE
· Option 2: Blind detection should be studied
· Option 2A: UE can assume DMRS parameters in DMRS-DownlinkConfig is same for all UEs. It is desirable to assign different DMRS sequence initialization seed, nSCID ∈ {0, 1} between different CDM group users. For nSCID ∈ {0, 1}, UE can either perform blind detection or require signalling. 
· Option 3: By assistant information signalling
· Option 3A: Assistant information on whether scrambling sequences are aligned between the target UE and all the co-scheduled UEs

In Issue 3-1-2 we think DMRS sequence of co-scheduled UEs needs to be known by UE and it cannot be blindly detected. Therefore, we see only Options 1 and 3 as applicable in practice. We consider Option 1 as more practical deployment and prefer that Option but if that cannot be guaranteed by infra and operators then we need to introduce assistant information signalling for this purpose.
Proposal #3: UE assumes the DMRS sequences for all co-scheduled UEs are always the same with that of the target UE.
Issue 3-1-3: The DMRS port information for the co-scheduled UE
· Whether this information is needed:
· UE should know the DMRS port information for the co-scheduled UEs
· If needed, how could be obtained by the UE:
· Option 1: Blind detection should be studied
· Option 2: By assistant information signalling

UE needs know the DMRS port information for the co-scheduled UEs to perform channel estimation and interference cancellation for used DMRS ports. We believe the blind detection of this information is possible with reasonable accuracy of ports with notable signal power. However, as discussed in Issue 3-1-1 it is important to inform UE the presence of co-scheduled UE to avoid unnecessary UE processing and power consumption.
Proposal #4: Blind detection of DMRS port information for the co-scheduled UEs should be studied if UE gets indication of the presence of MU-MIMO transmission.
Issue 3-1-4: Precoding granularity for the co-scheduled UE
· Whether this information is needed:
· Option 1: UE needs to know the pre-coding granularity of co-scheduled UEs
· Other options are not precluded
· If needed, how could be obtained by the UE:
· Option 1: RAN4 to discuss whether could be obtained by UE performing per PRB detection
· Other options are not precluded

For optimal channel estimation performance, it would be beneficial for UE to know precoding granularity of the co-scheduled UE. Also, we are bit suspicious if pre-coding granularity can be reliably blindly detected. Therefore, we suggest studying if UE can assume the precoding granularity to be the same as own granularity. Alternatively, UE may need to fallback to assume the smallest granularity with some performance penalty.
Proposal #5: Study if UE can assume the pre-coding granularity of co-scheduled UEs to be the same as own granularity.
Issue 3-1-5: DMRS power boosting for the co-scheduled UE
· Option 1: Discuss whether same DMRS power boosting assumed for paired UE is typical scenario
· Other options are not precluded

We do not see DMRS power boosting for the co-scheduled UE relevant in context of this WI. If there is some scenario where DMRS power boosting for the co-scheduled UE would be relevant, we would like companies to clarify this with further explanations.
Proposal #6: DMRS power boosting for the co-scheduled UE can be ignored in context of this WI.
[bookmark: _Hlk127812799]Issue 3-1-6: The transmission power ratio of co-scheduled users PDSCH to own PDSCH
· Whether this information is needed:
· Option 1: UE should know the transmission power ratio of co-scheduled users PDSCH to own PDSCH
· Other options are not precluded
· If needed, how could be obtained by the UE:
· Option 1: Blind detection should be studied
· Other options are not precluded

We do not see the transmission power ratio of co-scheduled users PDSCH to own PDSCH relevant in context of this WI. The co-scheduled user’s DMRS power gives indication of inter-user interference and can be applied in joint demodulation in case of R-ML receiver assumption.
Proposal #7: The transmission power ratio of co-scheduled users PDSCH to own PDSCH can be ignored in context of this WI.
Issue 3-1-7: Time domain resource allocation information of the co-scheduled UE
· Proposals:
· Option 1: UE assumes the same OFDM symbols for the PDCCH and PDSCH for the target and the co-scheduled UEs 
· Option 2: UE needs to know the time domain allocation in case it is not the same with the target UE
· Option 3: Assistant signalling should be introduced
· Whether all the serving PDSCH symbols are interfered by the same set of co-scheduled UEs
· If not, which serving PDSCH symbols are interfered by the same set of co-scheduled UEs

It would make possible scenarios complicated if different time domain resource allocation is allowed for co-scheduled UEs. Therefore, we clearly prefer the simplest Option 1 to let UE assume the same time domain allocation. In a case of different time domain allocation UE would need assistant information as proposed in Option 2 and 3.
Proposal #8: UE can assume the same OFDM symbols for the PDCCH and PDSCH for the target and the co-scheduled UEs.
Issue 3-1-8: Frequency domain resource allocation information of the co-scheduled UE
· Whether this information is needed:
· Option 1: UE should know the frequency domain resource allocation information of the co-scheduled UE
· Option 2: UE needs to know the frequency domain allocation in case it is not the same with the target UE
· If needed, how could be obtained by the UE:
· Option 1: RAN4 to discuss whether could be obtained by UE performing per PRB detection
· Option 2: UE shall assume that interference UEs have same PDSCH resource allocation as its own PDSCH
· Option 3: By assistant information signalling

UE needs know the frequency domain resource allocation of the co-scheduled UEs to perform channel estimation and interference cancellation for used resource in frequency domain. We believe the blind detection of this information is possible with reasonable accuracy of resources in frequency domain with notable signal power. However, as discussed in Issue 3-1-1 it is important to inform UE the presence of co-scheduled UE to avoid unnecessary UE processing and power consumption.
[bookmark: _Hlk131596585]Proposal #9: Blind detection of frequency domain resource allocation of the co-scheduled UEs should be studied if UE gets indication of the presence of MU-MIMO transmission.
Issue 3-2-1: The modulation order information of the co-scheduled UE
· Whether this information is needed:
· UE with R-ML should know the modulation order information for each co-scheduled layer
· If needed, how could be obtained by the UE:
· Option 1: Blind detection should be studied
· Option 2: By assistant information signalling the modulation order information
· Option 3: Introduce the following signalling to reduce the search space
· MCS Table for each co-scheduled UE;
· Number of co-scheduled UEs in each slot on each RB

[bookmark: _Hlk131597604]UE needs to know the modulation order information of the co-scheduled UE to perform the joint demodulation of own and co-scheduled UE PDSCH layers. We believe the blind detection of modulation order of co-scheduled UE would be unreliable in many cases and the wrong assumption of modulation order would cause performance loss. Also, modulation order blind detection increases UE processing. Therefore, to guarantee robustness and reasonable complexity of advanced receiver operation we should introduce assistant information for co-scheduled UE modulation order. UE would need to fallback to E-MMSE-IRC type of receiver if there is not information available for modulation order of co-scheduled UE.
Proposal #10: UE with R-ML needs to know the modulation order information for each co-scheduled layer by assistant information signalling.
Issue 3-2-2: RS location information of the co-scheduled UE
· Option 1: UE assumes the target PDSCH is not overlapped with the CSI-RS of the co-scheduled UE
· Option 2: Assistant signalling should be introduced
· Whether the interference signal contains one or more PT-RS or CSI-RS resources transmitted for the co-scheduled UEs

We believe it is practical deployment to configure NZP-CSI-RS and ZP-CSI-RS in a cell such a way that NZP-CSI-RS is not overlapping and being interfered by PDSCH either way.
Proposal #11: UE can assume the target PDSCH is not overlapped with the CSI-RS of the co-scheduled UE.
Issue 3-3-1: Signalling for the network assistant information (If introduced)
· Option 1: RRC and MAC-CE signalling
· Option 2: DCI

The UE needs to know the presence of the co-scheduled UE and the modulation order information of the co-scheduled UE to perform the joint demodulation of own and co-scheduled UE PDSCH layers. This information can change from slot to slot to allow network flexibility in scheduling. We see it difficult for network to use slow signalling options listed in Option 1 to guarantee up to date information for UE. Therefore, we suggest using DCI for assistant information signalling. DCI signalling needs to be carefully designed to minimize number of bits needed.
Proposal #12: Signalling for the network assistant information is done with DCI.
Issue 3-3-2: Granularity of the network assistant signalling (If introduced)
· Option 1: For the whole bandwidth of serving UE considering the overhead limitation
· Other options are not precluded

As we in Issue 3-3-1 are suggesting using DCI for assistant information we have to minimize number of bits needed. Therefore, we see information granularity would be better to limit to whole bandwidth.
Proposal #13: Granularity of the network assistant signalling should be for the whole bandwidth of serving UE considering the overhead limitation.
2.4 Performance analysis
In this chapter we are going to discuss simulation assumptions from WF [3] and show simulation results with short analysis.
Issue 2-1: The number of co-scheduled UEs
· For initial evaluation stage 
· At least 1 co-scheduled UE 
· FFS whether more than 1 co-scheduled UE need to be considered, interested companies are encouraged to bring analysis and evaluation results

Issue 2-3: Rank allocation for the target and co-scheduled UEs, with 2 co-scheduled UEs
· Proposals on ‘rank number for target UE + rank number for the 1st co-scheduled UEs + rank number for the 2nd co-scheduled UEs’:
· Option 1: Rank 1+1+1
· Agreement:
· Option 1 for interested companies to bring evaluation results in initial study stage

In Issues 2-1 and 2-3 it was agreed that companies bring simulation results with 1 co-scheduled UE. In addition, it was agreed that interested companies can bring evaluation results with more than 1 co-scheduled UE. In Issue 3-2-1 we are suggesting limiting to single modulation order in assistant information for simplified signalling, and in a case of multiple co-scheduled UEs with different modulation orders, UE could fallback to E-MMSE-IRC type of receiver. We would like to have this discussion before running simulations for this configuration.
Issue 2-2: Rank allocation for the target and co-scheduled UEs, with 1 co-scheduled UE
· Agreement on ‘rank number for target UE + rank number for co-scheduled UE’:
· 2Rx UE: 1+1
· 4Rx UE: 2+2 and 1+3 

Issue 2-4: DMRS port configurations for the target and co-scheduled UEs
· Use different CDM groups for:
· rank 2 (DMRS port 0, 1) + 2 (DMRS port 2, 3)
· rank 1 (DMRS port 3) +3 (port 0, 1, 2)
· rank 1 (DMRS port 0 for target UE) +1 (port 1) +1 (port 2)
· Use the same CDM group for rank 1+1

[bookmark: _Hlk128609640]Issue 2-5: DMRS sequence for the co-scheduled UE
· For initial simulation in phase I, assume the scrambling ID for DMRS sequence is the same for the target UE the co-scheduled UE(s), while whether this assumption is always valid is to be discussed separately. 

As agreed in Issue 2-2, we will provide simulation results of 2Rx UE in 1+1 scenario and 4Rx UE in 2+2 and 1+3 scenarios using DMRS port configurations defined in Issue 2-4. Also, we are assuming the same scrambling ID for DMRS sequence for all UEs.
Issue 2-6: MCS for the target UE
· Cover MCS 13 for rank 1 and rank 2 for initial simulation
· Further discuss whether to cover MCS 4 for rank 1 and MCS 19 for rank 2 in the next meeting
· The assumption can be updated later based on available results.

Issue 2-7: Modulation order for the co-scheduled UE
· For R-ML, E-IRC and IRC (baseline in Rel-17, for performance comparison purpose) for initial simulation
· For rank 1+1: QPSK (high priority for the next meeting)
· For rank 2+2: 64QAM (high priority for the next meeting)
· For rank 2+2: QPSK (high priority for the next meeting)
· For rank 1+3: 16QAM (high priority for the May meeting)
· For rank 1+1 (64QAM) +1 (QPSK) (lower priority)
· For rank 1+1 (64QAM) +1 (16QAM) (lowest priority)
· Other options on the modulation order for co-scheduled UE are not precluded.
· These assumptions can be updated in the next meeting based on available simulation results.

As agreed in Issue 2-6 we have used MCS 13 for target UE. Modulation order for the co-scheduled UE we have simulated all options of QPSK, 16-QAM and 64-QAM to give more complete summary of results. As mentioned earlier, we have simulated only single co-scheduled UE scenarios for this meeting.
Issue 2-8: Antenna configuration
· For initial simulation in Phase I
· For rank 1+1: cover 2T2R
· For rank 2+2, rank 1+3, rank 1+1+1: 4T4R

Issue 2-9: Channel model
· For initial simulation assumptions:
· Use TDLC300-100 when the rank of the target UE is 1
· Use TDLA30-10 and TDLC300-100 when the rank of the target UE is 2
· The assumption can be updated later based on available results.

Issue 2-10: Antenna correlation
· For initial simulation in Phase I only:
· Rank 1+1: ULA medium
· Rank 1+1+1: ULA medium A, XPL medium
· Rank 2+2, 1+3: ULA Low
· The assumptions can be updated later based on available results

Antenna configurations, channel models and antenna correlations follow Issue 2-8, 2-9 and 2-10 guidance except we extended simulation scope of rank 1+1 scenario to include also TDLC300-100 with low correlation and rank 1+3 scenario to include also TDLA30-10 channel with low correlation.
Issue 2-11: PDSCH resource allocation for the target and co-scheduled UE
· For initial simulation in phase I, cover scenario 1, further discuss whether to cover scenario 2 in the next meeting
· Scenario 1: Maximum transmission bandwidth configuration for all UEs.
· Scenario 2: Maximum transmission bandwidth configuration for the target UE and partial transmission bandwidth configuration for the co-scheduled UEs.
· Full OFDM symbol allocation for both scenarios.

Issue 2-12: Precoder selection target and co-scheduled UEs
· Single panel Type 1
· Random PMI selection for the target UE
· Cover both orthogonal and random PMI selection (same as Rel-17 approach) for the co-scheduled UE in phase I
· The assumption can be updated later based on the available results.

As agreed in Issue 2-11, we have assumed full bandwidth allocation of all UEs. Also, as agreed in Issue 2-12, we have studied both random precoder options, orthogonal and random (non-orthogonal) in single panel type 1 configuration.
Issue 2-13: QCL assumptions 
· Assume all scheduled DMRS ports have same QCL assumptions

Issue 2-14: Assumptions on the required information
· For initial simulation in Phase I, assume the needed parameters of the co-scheduled UE are all known to UE, which is the upper bound for the potential performance gain.
· Meanwhile, discuss in parallel on the potential ways of obtaining each of the needed parameters as in Sub-topic 3 in Phase I.

Issue 2-15: Evaluation metric
· The SNR @ %70 of maximum throughput as the phase I evaluation metric and use the MMSE-IRC receiver as the baseline

Issue 2-16: Other parameters and assumptions
· Reuse the Rel-17 MMSE-IRC phase I evaluation assumptions captured in TR38.833 as a start point.

Issue 2-17: Collection of phase I simulation results
· Companies are encouraged to provide the initial phase I simulation results for the next meeting.
· The draft simulation result collection template will be shared offline before the next meeting.

We have assumed the same QCL assumption in all DMRS ports as agreed in Issue 2-13. We have assumed all needed co-scheduled UE information as known as agreed in Issue 2-14. The evaluation metric is SNR at 70% of maximum throughput as agreed in Issue 2-15.
In this document we compare performance of 3 receiver types as agreed in WF [3], namely
· MMSE-IRC (Rel-17 reference receiver)
· E-MMSE-IRC (Rel-18 advanced receiver)
· R-ML (Rel-18 advanced receiver)
Simulation configuration of target UE rank 1 with co-scheduled UE rank 1 simulations in 2RX are shown in Table 2-1. The corresponding simulation results with random orthogonal precoding are shown in Table 2-2 and Figure 2-1. Furthermore, simulation results with random non-orthogonal precoding are shown in Table 2-3 and Figure 2-2. 
Simulation configuration of target UE rank 2 with co-scheduled UE rank 2 simulations in 4RX are shown in Table 2-4. The corresponding simulation results with random orthogonal precoding are shown in Table 2-5 and Figure 2-3. Furthermore, simulation results with random non-orthogonal precoding are shown in Table 2-6 and Figure 2-4. 
Simulation configuration of target UE rank 1 with co-scheduled UE rank 3 simulations in 4RX are shown in Table 2-7. The corresponding simulation results with random orthogonal precoding are shown in Table 2-8 and Figure 2-5. Furthermore, simulation results with random non-orthogonal precoding are shown in Table 2-9 and Figure 2-6. 




Table 2-1: Test configurations for MU-MIMO with Rank1 target UE and Rank1 co-scheduled UE in 2RX.
	Test
	Bandwidth (MHz) / Subcarrier spacing (kHz)
	Modulation format and code rate
	Co-scheduled UE precoder
	Propagation condition 
	Correlation matrix and antenna configuration
	Reference value

	
	
	Target UE
	Co-scheduled UE
	
	
	
	Fraction of
maximum
throughput
(%)
	SNR (dB)

	Target UE
Rank1
CoUE
Rank1
	FDD: 10/15
	16QAM, 0.48
	Random QPSK, 16QAM or 64QAM symbols
	Orthogonal/
Non-orthogonal
	TDLC300-100
	2 x 2
ULA Low or
ULA Medium
	70
	Test dependent



Table 2-2: Simulation results for MU-MIMO with Rank1 target UE and Rank1 co-scheduled UE with orthogonal precoding.
	Orthogonal
precoding
	R-ML
	E-MMSE-IRC
	MMSE-IRC
	Gain of R-ML
	Gain of E-MMSE-IRC

	coUE:QPSK
TDLC-Low
	11.0dB
	12.7dB
	13.4dB
	2.4dB
	0.7dB

	coUE:16-QAM
TDLC-Low
	12.3dB
	12.7dB
	13.4dB
	1.1dB
	0.7dB

	coUE:64-QAM
TDLC-Low
	12.5dB
	12.7dB
	13.4dB
	0.9dB
	0.7dB

	coUE:QPSK
TDLC-Medium
	14.8dB
	20.4dB
	20.8dB
	6.0dB
	0.4dB

	coUE:16-QAM
TDLC-Medium
	17.7dB
	20.4dB
	20.8dB
	3.1dB
	0.4dB

	coUE:64-QAM
TDLC-Medium
	19.1dB
	20.4dB
	20.8dB
	1.7dB
	0.4dB



Figure 2-1: Simulation results for MU-MIMO with Rank1 target UE and Rank1 co-scheduled UE with orthogonal precoding.
	TDLC300-100 Low correlation
	TDLC300-100 Medium correlation
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Table 2-3: Simulation results for MU-MIMO with Rank1 target UE and Rank1 co-scheduled UE with non-orthogonal precoding.
	Non-orthogonal
precoding
	R-ML
	E-MMSE-IRC
	MMSE-IRC
	Gain of R-ML
	Gain of E-MMSE-IRC

	coUE:QPSK
TDLC-Low
	12.0dB
	14.8dB
	15.9dB
	3.9dB
	1.1dB

	coUE:16-QAM
TDLC-Low
	14.0dB
	14.8dB
	15.9dB
	1.9dB
	1.1dB

	coUE:64-QAM
TDLC-Low
	14.3dB
	14.8dB
	15.9dB
	1.6dB
	1.1dB

	coUE:QPSK
TDLC-Medium
	15.9dB
	23.1dB
	23.8dB
	7.9dB
	0.7dB

	coUE:16-QAM
TDLC-Medium
	19.5dB
	23.1dB
	23.8dB
	4.3dB
	0.7dB

	coUE:64-QAM
TDLC-Medium
	21.3dB
	23.1dB
	23.8dB
	2.5dB
	0.7dB



Figure 2-2: Simulation results for MU-MIMO with Rank1 target UE and Rank1 co-scheduled UE with non-orthogonal precoding.
	TDLC300-100 ULA Low correlation
	TDLC300-100 ULA Medium correlation
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Table 2-4: Test configurations for MU-MIMO with Rank2 target UE and Rank2 co-scheduled UE in 4RX.
	Test
	Bandwidth (MHz) / Subcarrier spacing (kHz)
	Modulation format and code rate
	Co-scheduled UE precoder
	Propagation condition 
	Correlation matrix and antenna configuration
	Reference value

	
	
	Target UE
	Co-scheduled UE
	
	
	
	Fraction of
maximum
throughput
(%)
	SNR (dB)

	Target UE
Rank2
+
CoUE
Rank2
	FDD: 10/15
	16QAM, 0.48
	Random QPSK, 16QAM or 64QAM symbols
	Orthogonal/
Non-orthogonal
	TDLA30-10
or
TDLC300-100
	4 x 4
ULA Low
	70
	Test dependent



Table 2-5: Simulation results for MU-MIMO with Rank2 target UE and Rank2 co-scheduled UE with orthogonal precoding.
	Orthogonal
precoding
	R-ML
	E-MMSE-IRC
	MMSE-IRC
	Gain of R-ML
	Gain of E-MMSE-IRC

	coUE:QPSK
TDLA-Low
	11.3dB
	12.7dB
	12.9dB
	1.6dB
	0.2dB

	coUE:16-QAM
TDLA-Low
	12.6dB
	12.7dB
	12.9dB
	0.3dB
	0.2dB

	coUE:64-QAM
TDLA-Low
	12.8dB
	12.7dB
	12.9dB
	0.1dB
	0.2dB

	coUE:QPSK
TDLC-Low
	13.4dB
	15.8dB
	17.8dB
	4.4dB
	2.0dB

	coUE:16-QAM
TDLC-Low
	15.1dB
	15.8dB
	17.8dB
	2.7dB
	2.0dB

	coUE:64-QAM
TDLC-Low
	15.4dB
	15.8dB
	17.8dB
	2.4dB
	2.0dB



Figure 2-3: Simulation results for MU-MIMO with Rank2 target UE and Rank2 co-scheduled UE with orthogonal precoding.
	TDLA30-10 ULA Low correlation
	TDLC300-100 ULA Low correlation
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Table 2-6: Simulation results for MU-MIMO with Rank2 target UE and Rank2 co-scheduled UE with non-orthogonal precoding.
	Non-orthogonal
precoding
	R-ML
	E-MMSE-IRC
	MMSE-IRC
	Gain of R-ML
	Gain of E-MMSE-IRC

	coUE:QPSK
TDLA-Low
	13.7dB
	16.5dB
	16.7dB
	3.0dB
	0.2dB

	coUE:16-QAM
TDLA-Low
	15.6dB
	16.5dB
	16.7dB
	1.1dB
	0.2dB

	coUE:64-QAM
TDLA-Low
	16.4dB
	16.5dB
	16.7dB
	0.3dB
	0.2dB

	coUE:QPSK
TDLC-Low
	16.6dB
	23.6dB
	29.0dB
	12.4dB
	5.4dB

	coUE:16-QAM
TDLC-Low
	19.8dB
	23.6dB
	29.0dB
	9.2dB
	5.4dB

	coUE:64-QAM
TDLC-Low
	21.1dB
	23.6dB
	29.0dB
	7.9dB
	5.4dB



Figure 2-4: Simulation results for MU-MIMO with Rank2 target UE and Rank2 co-scheduled UE with non-orthogonal precoding.
	TDLA30-10 ULA Low correlation
	TDLC300-100 ULA Low correlation
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Table 2-7: Test configurations for MU-MIMO with Rank1 target UE and Rank3 co-scheduled UE in 4RX.
	Test
	Bandwidth (MHz) / Subcarrier spacing (kHz)
	Modulation format and code rate
	Co-scheduled UE precoder
	Propagation condition 
	Correlation matrix and antenna configuration
	Reference value

	
	
	Target UE
	Co-scheduled UE
	
	
	
	Fraction of
maximum
throughput
(%)
	SNR (dB)

	Target UE
Rank1
+
CoUE
Rank3
	FDD: 10/15
	16QAM, 0.48
	Random QPSK, 16QAM or 64QAM symbols
	Orthogonal/
Non-orthogonal
	TDLA30-10
or
TDLC300-100
	4 x 4
ULA Low
	70
	Test dependent



Table 2-8: Simulation results for MU-MIMO with Rank1 target UE and Rank3 co-scheduled UE with orthogonal precoding.
	Orthogonal
precoding
	R-ML
	E-MMSE-IRC
	MMSE-IRC
	Gain of R-ML
	Gain of E-MMSE-IRC

	coUE:QPSK
TDLA-Low
	10.0dB
	12.7dB
	13.0dB
	3.0dB
	0.3dB

	coUE:16-QAM
TDLA-Low
	12.2dB
	12.7dB
	13.0dB
	0.8dB
	0.3dB

	coUE:64-QAM
TDLA-Low
	12.5dB
	12.7dB
	13.0dB
	0.5dB
	0.3dB

	coUE:QPSK
TDLC-Low
	11.7dB
	15.5dB
	16.1dB
	4.4dB
	0.6dB

	coUE:16-QAM
TDLC-Low
	14.4dB
	15.5dB
	16.1dB
	1.7dB
	0.6dB

	coUE:64-QAM
TDLC-Low
	15.0dB
	15.5dB
	16.1dB
	1.1dB
	0.6dB



Figure 2-5: Simulation results for MU-MIMO with Rank1 target UE and Rank3 co-scheduled UE with orthogonal precoding.
	TDLA30-10 ULA Low correlation
	TDLC300-100 ULA Low correlation
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Table 2-9: Simulation results for MU-MIMO with Rank1 target UE and Rank3 co-scheduled UE with non-orthogonal precoding.
	Non-orthogonal
precoding
	R-ML
	E-MMSE-IRC
	MMSE-IRC
	Gain of R-ML
	Gain of E-MMSE-IRC

	coUE:QPSK
TDLA-Low
	12.2dB
	22.3dB
	22.3dB
	10.1dB
	0.0dB

	coUE:16-QAM
TDLA-Low
	17.0dB
	22.3dB
	22.3dB
	5.3dB
	0.0dB

	coUE:64-QAM
TDLA-Low
	20.2dB
	22.3dB
	22.3dB
	2.1dB
	0.0dB

	coUE:QPSK
TDLC-Low
	14.6dB
	23.6dB
	N/A
	N/A
	N/A

	coUE:16-QAM
TDLC-Low
	22.2dB
	23.6dB
	N/A
	N/A
	N/A

	coUE:64-QAM
TDLC-Low
	27.5dB
	23.6dB
	N/A
	N/A
	N/A


Figure 2-6: Simulation results for MU-MIMO with Rank1 target UE and Rank3 co-scheduled UE with non-orthogonal precoding.
	TDLA30-10 ULA Low correlation
	TDLC300-100 ULA Low correlation
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We can do several observations from these simulations.
Observations from 1+1 scenario:
Observation #2: In 1+1 scenario with orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 0.7dB in TDLC300-100 low correlation and 0.4dB in TDLC300-100 medium correlation.
Observation #3: In 1+1 scenario with non-orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 1.1dB in TDLC300-100 low correlation and 0.7dB in TDLC300-100 medium correlation.
Observation #4: In 1+1 scenario with orthogonal random precoding R-ML gain over MMSE-IRC varies between 0.9dB and 2.4dB in TDLC300-100 low correlation and between 1.7dB and 6.0dB in TDLC300-100 medium correlation depending on co-scheduled UE modulation order.
Observation #4: In 1+1 scenario with non-orthogonal random precoding R-ML gain over MMSE-IRC varies between 1.6dB and 3.9dB in TDLC300-100 low correlation and between 2.5dB and 7.9dB in TDLC300-100 medium correlation depending on co-scheduled UE modulation order.
Observations from 2+2 scenario:
Observation #5: In 2+2 scenario with orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 0.2dB in TDLA30-10 low correlation and 2.0dB in TDLC300-100 low correlation.
Observation #6: In 2+2 scenario with non-orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 0.2dB in TDLA30-10 low correlation and 5.4dB in TDLC300-100 low correlation.
Observation #7: In 2+2 scenario with orthogonal random precoding R-ML gain over MMSE-IRC varies between 0.1dB and 1.6dB in TDLA30-10 low correlation and between 2.4dB and 4.4dB in TDLC300-100 low correlation depending on co-scheduled UE modulation order.
Observation #8: In 2+2 scenario with non-orthogonal random precoding R-ML gain over MMSE-IRC varies between 7.9dB and 12.4dB in TDLA30-10 low correlation and between 2.5dB and 7.9dB in TDLC300-100 low correlation depending on co-scheduled UE modulation order.
Observations from 1+3 scenario:
Observation #9: In 1+3 scenario with orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 0.3dB in TDLA30-10 low correlation and 0.6dB in TDLC300-100 low correlation.
Observation #10: In 1+3 scenario with non-orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 0.0dB in TDLA30-10 low correlation and undefined in TDLC300-100 low correlation.
Observation #11: In 1+3 scenario with orthogonal random precoding R-ML gain over MMSE-IRC varies between 0.5dB and 3.0dB in TDLA30-10 low correlation and between 1.1dB and 4.4dB in TDLC300-100 low correlation depending on co-scheduled UE modulation order.
Observation #12: In 1+3 scenario with non-orthogonal random precoding R-ML gain over MMSE-IRC varies between 2.1dB and 10.1dB in TDLA30-10 low correlation and undefined in TDLC300-100 low correlation depending on co-scheduled UE modulation order.
Common observations:
Observation #13: E-MMSE-IRC gain over MMSE-IRC do not depend on modulation order of co-scheduled UE.
Observation #14: R-ML gain over MMSE-IRC increases when modulation order of co-scheduled UE decrease.




3 Conclusion
In this paper we provided the view on the advanced receiver to cancel inter-user interference for MU-MIMO. The following observations and proposals are made:
Proposal #1: UE perform R-ML algorithm for serving and all co-scheduled UEs with known modulation order in the cell.
Observation #1: Blind detection of the presence of MU-MIMO transmission would cause unnecessary UE processing and power consumption in scenarios when MU-MIMO transmission is not used.
Proposal #2: UE needs to know the presence of MU-MIMO transmission by assistant information signalling.
Proposal #3: UE assumes the DMRS sequences for all co-scheduled UEs are always the same with that of the target UE.
Proposal #4: Blind detection of DMRS port information for the co-scheduled UEs should be studied if UE gets indication of the presence of MU-MIMO transmission.
Proposal #5: Study if UE can assume the pre-coding granularity of co-scheduled UEs to be the same as own granularity.
Proposal #6: DMRS power boosting for the co-scheduled UE can be ignored in context of this WI.
Proposal #7: The transmission power ratio of co-scheduled users PDSCH to own PDSCH can be ignored in context of this WI.
Proposal #8: UE can assume the same OFDM symbols for the PDCCH and PDSCH for the target and the co-scheduled UEs.
Proposal #9: Blind detection of frequency domain resource allocation of the co-scheduled UEs should be studied if UE gets indication of the presence of MU-MIMO transmission.
Proposal #10: UE with R-ML needs to know the modulation order information for each co-scheduled layer by assistant information signalling.
Proposal #11: UE can assume the target PDSCH is not overlapped with the CSI-RS of the co-scheduled UE.
Proposal #12: Signalling for the network assistant information is done with DCI.
Proposal #13: Granularity of the network assistant signalling should be for the whole bandwidth of serving UE considering the overhead limitation.
Observation #2: In 1+1 scenario with orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 0.7dB in TDLC300-100 low correlation and 0.4dB in TDLC300-100 medium correlation.
Observation #3: In 1+1 scenario with non-orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 1.1dB in TDLC300-100 low correlation and 0.7dB in TDLC300-100 medium correlation.
Observation #4: In 1+1 scenario with orthogonal random precoding R-ML gain over MMSE-IRC varies between 0.9dB and 2.4dB in TDLC300-100 low correlation and between 1.7dB and 6.0dB in TDLC300-100 medium correlation depending on co-scheduled UE modulation order.
Observation #4: In 1+1 scenario with non-orthogonal random precoding R-ML gain over MMSE-IRC varies between 1.6dB and 3.9dB in TDLC300-100 low correlation and between 2.5dB and 7.9dB in TDLC300-100 medium correlation depending on co-scheduled UE modulation order.
Observation #5: In 2+2 scenario with orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 0.2dB in TDLA30-10 low correlation and 2.0dB in TDLC300-100 low correlation.
Observation #6: In 2+2 scenario with non-orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 0.2dB in TDLA30-10 low correlation and 5.4dB in TDLC300-100 low correlation.
Observation #7: In 2+2 scenario with orthogonal random precoding R-ML gain over MMSE-IRC varies between 0.1dB and 1.6dB in TDLA30-10 low correlation and between 2.4dB and 4.4dB in TDLC300-100 low correlation depending on co-scheduled UE modulation order.
Observation #8: In 2+2 scenario with non-orthogonal random precoding R-ML gain over MMSE-IRC varies between 7.9dB and 12.4dB in TDLA30-10 low correlation and between 2.5dB and 7.9dB in TDLC300-100 low correlation depending on co-scheduled UE modulation order.
Observation #9: In 1+3 scenario with orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 0.3dB in TDLA30-10 low correlation and 0.6dB in TDLC300-100 low correlation.
Observation #10: In 1+3 scenario with non-orthogonal random precoding E-MMSE-IRC gain over MMSE-IRC is 0.0dB in TDLA30-10 low correlation and undefined in TDLC300-100 low correlation.
Observation #11: In 1+3 scenario with orthogonal random precoding R-ML gain over MMSE-IRC varies between 0.5dB and 3.0dB in TDLA30-10 low correlation and between 1.1dB and 4.4dB in TDLC300-100 low correlation depending on co-scheduled UE modulation order.
Observation #12: In 1+3 scenario with non-orthogonal random precoding R-ML gain over MMSE-IRC varies between 2.1dB and 10.1dB in TDLA30-10 low correlation and undefined in TDLC300-100 low correlation depending on co-scheduled UE modulation order.
Observation #13: E-MMSE-IRC gain over MMSE-IRC does not depend on modulation order of co-scheduled UE.
Observation #14: R-ML gain over MMSE-IRC increases when modulation order of co-scheduled UE decrease.
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