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1. Introduction
In the RAN#94 meeting, a new SID on AI/ML for NR air interface was approved [1]. The objectives for RAN4 in the SID are as following.
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced



In this contribution, we provide our initial views on testability aspects, especially from general test framework perspective.
2. [bookmark: _Hlk73468315]Background
RAN1 has been working on the SI for several meetings. The general aspects of AI/ML framework are also important for testability of AI/ML model/device. 
The terminologies for AI/ML used in RAN1 discussions are summarized in Table 1. The terminology can also be used in RAN4 discussions.
Table 1: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) updated trained in (near) real-time with the arrival of new training samples in (near) real-time. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE



The life cycle management has been extensively discussed and are still under discussion in RAN1. It also plays essential role in the test procedure for AI/ML. The general framework of LCM is illustrated in Fig 1 below.
[image: ]
Fig 1. General framework for AI/ML
In addition, collaboration level between network and UE is also relevant to AI/ML model life cycle management. The collaboration levels defined in RAN1 are as follows.
	Collaboration levels:
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Level y-z boundary:
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)



The model training for two-sided models are very complicated. Three different model training types were discussed and studied in RAN1.
	In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 



3. Discussion
3.1 Test framework for AI/ML
In NR, there are different type of tests from RRM and demodulation perspective. Some of the RRM tests are to verify core requirements such as SCell activation delay, handover delay, L3 measurement delay, L1 measurement delay etc. It is to test how long UE can complete a procedure/measurement. Some of the RRM tests are to verify performance requirements such as SS-RSRP/SS-RSRQ/SS-SINR accuracy, L1-RSRP measurement accuracy etc. It is to test how accurate the UE measurements are. The demodulation related tests are mainly to verify physical channel demodulation performance, such as PDSCH/PDCCH/PUCCH/PUSCH demodulation performance, and CSI feedback performance, such as CQI reporting and PMI reporting performance.
In legacy NR test, it is only depending on UE side implementation whether UE can pass the test or not. Thus, as long as test environment is configured/setup correctly, the UE functionality/performance can be tested properly. Furthermore, the UE implementation is not changed during the test.
However, it could be different in AI/ML considering life cycle management and generalization of AI/ML model. For example, a suitable model may need to be selected during the test depending on the current test configuration, which means different AI/ML model may be selected for different scenarios/configurations of the test. Moreover, the AI/ML may need to be trained during the test for some cases.
It is therefore critical to define test framework for AI/ML firstly in Rel-18. The test framework could focus on procedures/functions of TE that are needed during the test. There could be different procedures/functions for different type of AI/ML models, e.g., one-sided AI/ML model and two-sided AI/ML model.
Proposal 1: RAN4 is to define test framework for AI/ML in the study item.
The test procedures and functions of TE could be different depending on AI/ML model for the use case, i.e., one-sided model or two-sided model. 

3.1.1 Test framework for one-sided AI/ML model
One of the main purposes of the AI/ML model test is to verify enhanced performance of model inference. The tests for model life cycle management, if it is to be introduced, could be different from model inference, e.g., two models may be needed during the test from model switch/activation. However, the test framework could be defined in generic way.
For one-sided UE AI/ML model, it is straightforward to test the model inference performance, similar to legacy NR tests. In legacy NR performance tests, performance of UE receiver algorithm is verified against defined performance metric. For one-sided model, enhanced performance requirements should be defined which can also be used to verify model inference performance. For example, legacy PMI test is to verify throughput gain that can be achieved with follow PMI compared to random PMI. For sub use case CSI prediction using AI/ML model inference, it could use similar methodology to verify the performance of PMI reporting, e.g., to verify throughput gain that can be achieved with CSI prediction compared to with follow PMI or random PMI.
The test framework for one-sided UE AI/ML model is illustrated in Fig 2. 
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Fig 2. Test framework for one-sided AI/ML model
Dataset is critical for the test to verify model interference performance. How the dataset is collected/generated and what dataset is used in each test need further discussion.
It is expected and would be feasible that model training is performed before the test (offline). If model training is conducted during the test, then time for tests could be too long to be accepted.
For model inference test, TE may need to select a suitable model, e.g., by model ID, based on current test setup and configuration. Of course, if a UE is using a generalized model for all the scenarios/configurations/sites, then there is no need to selected the model. But it is not always the case. UE could use different models for different scenarios/configurations/sites. For model life cycle management related tests, TE may need to control the model switch/activation etc. Therefore, a function of AI/ML model control would need to be implemented by TE.
Similar to legacy test, TE is responsible for verifying if the performance metric is met by the UE and configuring the test correctly.
Proposal 2: Test framework as in Fig 2 may be considered as starting point for one-sided model, and further study on procedures/functions such as dataset collection/generation, model training and model control etc, for the test.

3.1.2 Test framework for two-sided AI/ML model
For two-sided AI/ML model, the situation is more complicated. The key issue is whether it is feasible for TE to implement NW side AI/ML model that is paired to UE side. Moreover, even if the UE passes the test under the paired model between TE and UE, whether the performance in real network can actually be guaranteed where paired model between NW and UE is different. 
The test framework for two-sided AI/ML model is illustrated in Fig 3. 
[image: ]
Fig 3. Test framework for two-sided AI/ML model
Same as test framework for one-sided AI/ML model, procedures/functions of data collection/generator, model training, AI/ML model control, test setup and performance verification are also necessary for two-sided model test.
In addition, TE side model interference should be implemented as well so that joint inference with UE side model is possible. This is the difference that needs further consideration. We understand the TE side model would complicate many aspects such as model training, feasibility of TE side model in terms of to verify generalized performance in practical network.
Proposal 3: Test framework as in Fig 3 may be considered as starting point for two-sided model, and further study on procedures/functions such as dataset collection/generation, model training and model control etc, for the test.

3.2 Test Dataset
Performance of model inference is dependent on not only model in use but also dataset. If improper dataset is used in a given test, the UE may fail the test which it shouldn’t. Furthermore, it may also need to align the dataset used in performance evaluation among companies to define performance requirements for an AI/ML model.
Test dataset used in the test should be able to verify interference performance of the model under proper operation scenarios. Different dataset may be used for various scenarios/configurations/sites as the inference model could be different depending on UE implementation.
Therefore, dataset collection/generation is an import function in the test to ensure that UE AI/ML model inference performance can be verified properly. There are several options that can be considered initially for TE to collect/generate datasets to be used in the test.
	· Option 1: TE generates dataset based on dataset assumption/parameters for evaluation from TR 38.901
· Option 2: TE generates dataset for test based on assumptions/parameters defined by RAN4
· Option 3: Field dataset
· Option 4: others


Channel models defined in TR 38.901 are used in RAN1 evaluation on AI/ML models. It can also be considered as one possible option to generate dataset to be used in the test. In general, RAN4 can modify the channel model to make it more suitable for defining RAN4 requirements. In addition, RAN4 can also define assumption/parameters for dataset generation depending on sub use cases. The dataset for CSI feedback enhancement should be different from that for beam management enhancement based on AI/ML model.
For option 1/2, the dataset may be generated online during the test or it can be pre-generated before the test. It may take some time for TE to generate dataset during the test. Thus, it will save test time if it is feasible to generate the dataset before the test.
Dataset collected in the practical network may also be used in the test as long as it is feasible and requirements may also be derived based on field dataset. The dataset may be collected from different deployment scenarios, e.g., indoor/outdoor, low speed/high speed, different regions, etc. However, it could be difficult to collect field data to be used in the test, e.g., due to sensitive of the data.
Proposal 4: For dataset generation/collection in the test, following options are considered as starting point.
· Option 1: TE generates dataset based on dataset assumption/parameters for evaluation from TR 38.901
· Option 2: TE generates dataset for test based on assumptions/parameters defined by RAN4
· Option 3: Field dataset
· Option 4: others
Proposal 5: Different dataset generation/collection method could be used for different sub use cases.

3.3 Reference model 
One of the main purposes of RAN4 requirements/tests is to verify enhanced performance of model inference. There are many challenges in defining RAN4 requirement and tests for AI/ML air interface.
· How the performance requirements are derived to justify AI/ML model inference gains, e.g., how to align results from companies to derive requirements. 
· It is necessary in RAN4 to discuss whether and how to define and test the generalization performance of AI/ML model. The legacy receiver algorithms are based on communication theories and have physical meanings. The performance is robust and predictable to some extent. However, AI/ML algorithms are based on machine learning and have weak physical meanings. If the scenarios for test is different from the scenario where the training data is generated, the performance would degrade and UE may fail the test. On the other hand, the channel conditions of real environment are complex and diversified. It needs further discussion whether the performance in practical network can be guaranteed even if the UE passes the defined tests. 
· Multi-vendor (e.g., network vendor, UE vendor and TE vendor) involvement in two-sided model cases. The candidate sub-use case for two-sided model in Rel-18 is mainly CSI compression. In RAN1 discussion, there are two training types defined for CSI compression: type 1 training and type 3 training. For type 1 training, the network side trained the models offline and update the model of the other side using model transfer/delivery. For type 3 training, the network side and UE side use separate training to obtain models on each side. With TE vendor involvement, how the three parties are involved together for testing procedure need to be considered carefully.
To address above challenges, one possible way is to define reference model, similar to reference receiver used for defining demodulation performance requirements.
· With reference model, performance requirement can be derived based on the agreed model structure and parameters. It would be possible to align results from companies.
· The generalization performance requirements can also be defined. Different reference models could be used in different scenarios/configurations. Based on evaluation, maybe it is also possible that a reference model is used for all scenarios/configurations in the requirements and tests. 
· With reference model, multiple vendors could be easily involved for both training type 1 and type 3, especially for TE vendors. With training type1, both network vendor and TE vendor can update the model parameters of UE models and test the corresponding performance of paired models. For type 3 training, TE vendors could also take into account of reference model of the other side to properly train its own models.
The reference model structure could be, e.g., fully connected, CNN or transformer, which are widely used in the industry, for different sub use cases, respectively. RAN4 can discuss reference model structure and parameters in a case-by-case manner.
Proposal 6: Consider to define reference models in RAN4 for defining requirements and tests.
Proposal 7: Different reference model, including structure and parameters if needed, are defined for different sub use cases.

3.4 LCM procedures related testability aspects 
Per RAN1 discussions so far, the general framework of AI/ML model can be as illustrated in Fig 1 in section 2.1.
There are many procedures/functions in the life cycle management of AI/ML models, e.g., model inference, model monitoring, model select/switch/activate/deactivate/fallback, model training etc. From test perspective, it needs consideration which parts should be done during the test or requirements for which parts are to be defined and tested.
The fundamental purpose of the test defined by RAN4 is to verify that minimum core/performance requirements can be met by UE. Thus, performance and functionality of the UE in practical network can be guaranteed if the UE passes the tests.
For AI/ML model in UE, the main test purpose should also be performance gain compared to existing solutions if there is any. Functionality test may also be considered if it is not possible to define performance test for some cases. So, both performance test and functionality test should be considered when defining test for AI/ML.
For performance test, one of the main purposes is to test performance of AI/ML model inference. If possible, requirements and tests for model inference should be defined in 3GPP RAN4.
Proposal 8: Performance requirements and tests should be defined for model inference.

Different from legacy NR performance test, where the test is to verify UE performance under certain static configurations/conditions, the AI/ML model could be trained for large number of different scenarios/configurations/sites. The inference model can be different for scenarios/configurations/sites, which could be done by model selection/switch. How to verify the generalization performance of an AI/ML model over various scenarios/configurations could be challenging. In addition, for two-sided model it needs further consideration if the paired AL/ML mode used by TE has large performance difference compared to that used by NW in practical NW.
It is not possible to verify performance of all AI/ML models for all sorts of supported scenarios/configurations to be used in practical NW. Typical scenarios/configurations should be selected carefully for testing. At least, certain level of AI/ML model generalization/scalability performance should be verified.
Proposal 9: AI/ML model generalization/scalability performance should be verified and test should be defined.

Model selection could be dependent on further RAN1 progress. In general, proper model should be selected for the defined tests so that UE model inference performance is verified correctly. Thus, model selection would be necessary in the test procedure.
Proposal 10: Model selection may be necessary in the test procedure.

In general, model training should be done offline before test is conducted. The test is to verify performance/functionality of trained model. Furthermore, if training is conducted during test, it will highly extend test time and cost correspondingly. In many cases, it is not feasible to test model training process. Nevertheless, it is not necessary to do so. As long as model inference performance and model generalization/scalability performance are verified, it is not important when the model is trained. 
At least, for one-sided model, training should not be part of test procedure. For two-sided model, it is not clear if training, including TE side model training and UE side model training, can always be done offline before the test. Two options can be considered at present.
	· Option 1: Two-sided TE/UE model training is performed offline before the test
· Option 2: Two-sided TE/UE model training is performed during test procedure



It is worth noting that the two-sided TE/UE model training can be done separately or jointly, e.g., the three training types discussed in RAN1 for two-sided NW/UE model training can be considered.
Proposal 11: Model training for one-sided model is performed before the test.
Proposal 12: FFS model training for two-sided model is performed before the test or during the test.

Regrading other LCM related procedures for AI/ML model, e.g., model activation/deactivation/switch/fallback, it needs study firstly if corresponding RRM requirements should be defined. Then corresponding tests should be introduced to verify the RRM core/performance requirements if it is defined.
Proposal 13: Tests for model activation/deactivation/switch/fallback should be defined if corresponding RRM requirements are introduced.

4. Summary
In this contribution, we provided our initial views on testability aspects, especially from general test framework perspective. Based on above analysis, following proposals are present.
Proposal 1: RAN4 is to define test framework for AI/ML in the study item.
Proposal 2: Test framework as in Fig 2 may be considered as starting point for one-sided model, and further study on procedures/functions such as dataset collection/generation, model training and model control etc, for the test.
Proposal 3: Test framework as in Fig 3 may be considered as starting point for two-sided model, and further study on procedures/functions such as dataset collection/generation, model training and model control etc, for the test.
Proposal 4: For dataset generation/collection in the test, following options are considered as starting point.
· Option 1: TE generates dataset based on dataset assumption/parameters for evaluation from TR 38.901
· Option 2: TE generates dataset for test based on assumptions/parameters defined by RAN4
· Option 3: Field dataset
· Option 4: others
Proposal 5: Different dataset generation/collection method could be used for different sub use cases.
Proposal 6: Consider to define reference models in RAN4 for defining requirements and tests.
Proposal 7: Different reference model, including structure and parameters if needed, are defined for different sub use cases.
Proposal 8: Performance requirements and tests should be defined for model inference.
Proposal 9: AI/ML model generalization/scalability performance should be verified and test should be defined.
Proposal 10: Model selection may be necessary in the test procedure.
Proposal 11: Model training for one-sided model is performed before the test.
Proposal 12: FFS model training for two-sided model is performed before the test or during the test.
Proposal 13: Tests for model activation/deactivation/switch/fallback should be defined if corresponding RRM requirements are introduced.
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