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1. Introduction
In the RAN#94 meeting, a new SID on AI/ML for NR air interface was approved [1]. The objectives for RAN4 in the SID are as following.
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition
Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced


In this contribution, we provide our initial views on use cases and corresponding potential requirements for AI/ML air interface.
2. [bookmark: _Hlk73468315]RAN4 scope for AI/ML in Rel-18
According to the latest WID, there is a sub-bullet to study requirements to verify enhanced performance requirements of AI/ML.
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
Since Rel-18 AI/ML air interface is a study item, RAN4 will not define any demodulation and/or RRM requirements for the functionality of AI/ML. In our understanding, RAN4 is to study potential requirements to be defined for sub use cases for AI/ML. For example, what requirements can potentially be specified for sub use cases/procedures/function of AI and feasibility to specify the requirements. Conclusion may be made for the study of potential requirements.
The following (sub) use cases are being studied in RAN1 and can be considered in RAN4 discussions in Rel-18  
	· CSI feedback enhancement
· CSI prediction combined with legacy codebook
· CSI compression using two-sides AI model
· Beam management enhancement
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· Positioning enhancement
· Direct AI/ML positioning
· AI/ML assisted positioning


One of the main purposes is to specify performance requirements for model inference. It would be essential to ensure model inference performance. 
Observation 1. RAN4 needs to study specification impact of AI/ML for NR air interface. Potential requirements to verify AI/ML based enhanced performance (AI/ML model inference) for the following use cases can be considered.
· CSI feedback enhancement, including CSI compression and CSI prediction
· Beam management enhancement, including spatial-domain DL beam prediction and temporal DL beam predication
· Positioning enhancement, including direct AI/ML positioning and AI/ML assisted positioning.

The life cycle management (LCM) has been extensively discussed and are still under discussion in RAN1. Requirements may also need to be specified for some of the LCM related procedures. The general framework of LCM is illustrated in Fig 1 below.
[image: ]
Fig 1. General framework for AI/ML air interface
Regrading other LCM related procedures for AI/ML model, e.g., model activation/deactivation/switch/fallback, it needs study firstly if corresponding RRM requirements should be defined. To ensure correct behavior during LCM procedure, it is necessary to define RRM requirements for the procedures. For example, the activation delay requirements and corresponding UE behavior may be specified for model activation.
Observation 2. RAN4 needs to study whether and how to define potential requirements related to life cycle management (LCM) of AI/ML model.
· Model transfer/delivery/update
· Model select/switch/activate/deactivate/fallback
· Model monitoring
· Model training
Based on above observations, following proposals are present.
Proposal 1. In Rel-18, RAN4 is to study specification impact of AI/ML for NR air interface, including potential requirements to verify AI/ML based enhanced performance (AI/ML model inference) for the use cases being discussed in RAN1.
Proposal 2. In Rel-18, RAN4 is to study whether and how to define potential requirements related to life cycle management (LCM) of AI/ML model.

3. Discussion
Initial views on potential requirements for sub use cases for AI/ML air interface are provided in the section.
3.1 CSI feedback enhancement
There are two sub use cases, i.e., CSI prediction with legacy codebook and CSI compression, have been discussing in RAN1.
3.1.1 CSI prediction combined with legacy codebook
For legacy CSI reporting, PMI reporting performance requirements are defined as the throughput gain can be achieved with followed PMI compared to random PMI. A gamma value is defined as the throughput ratio of using followed PMI to random PMI. 
For CSI prediction with legacy codebook, one-sided AI/ML model is used. It is similar to legacy PMI estimation. From PMI reporting requirements perspective, legacy requirements can be largely reused. The gamma value may be further revisited if obvious gain is observed by using CSI prediction.
Observation 3: Legacy PMI reporting requirements can be reused for CSI prediction with legacy codebook.
Observation 4: Gamma value can be re-evaluated if obvious gain is observed by using CSI prediction.

3.1.2 CSI compression using two-sides AI model 
For CSI compression using two-sided AI/ML model, there are separated AI/ML models at UE and gNB side. The channel estimation is compressed at UE side and decompressed at gNB side.  


Fig 2. CSI compression illustration
For legacy CSI reporting requirements, PMI reporting performance requirements is defined as the throughput gain can be achieved with followed PMI compared to random PMI. A gamma value is defined as the throughput ratio of using followed PMI to random PMI. 
For CSI compression, the similar requirements as PMI reporting may be defined. The ratio of PDSCH throughput of CSI compression to baseline PDSCH throughput can be used as a metric for performance of CSI compression AI/ML model. The baseline PDSCH throughput could be of following PMI or random PMI, which can be further discussed during WI phase.
The challenging part of defining the requirements for the two-sided model is how gNB-side decoder is to be taken into account for the entire CSI compression algorithm. It has been agreed that AI/ML algorithms and models are UE implementation specific. As discussed in companion contribution [2], reference model could be used to derived the performance requirements.
Observation 5: For performance requirements for CSI compression AI/ML model, legacy PMI reporting requirements can be reused as starting point, e.g., the ratio of PDSCH throughput of CSI compression to baseline PDSCH throughput can be used as a metric. 
The baseline PDSCH throughput could be of following PMI or random PMI, which can be further discussed during WI phase.

3.2 Beam management enhancement
There are two sub use cases, i.e., spatial domain DL beam prediction and temporal beam prediction, have been discussing in RAN1.
Spatial-domain DL beam prediction is to predict for Set A of beams based on measurement results of Set B of beams. Model output could be beam ID/L1-RSRP of Top K beams in set A. Temporal DL beam prediction is to predict Set A of beams based on the historic measurement results of Set B of beams.
Beam prediction includes DL Tx beam prediction and DL Tx-Rx beam pair prediction. For DL Tx beam prediction when L1-RSRP is used as output, similar performance requirements as existing L1-RSRP measurement accuracy can be specified for verifying absolute and relative L1-RSRP prediction accuracy. For DL Tx-Rx beam pair prediction, in addition to requirements for DL Tx beam prediction, other metrics to ensure correctness of DL Tx-Rx beam pair prediction may also need to be considered. Depending on RAN1 progress, other performance metrics discussed in RAN1 can also be considered.
Observation 6: For spatial-domain DL beam predication and temporal beam predication when L1-RSRP is used as output, similar performance requirements as existing L1-RSRP measurement accuracy can be specified for absolute and relative L1-RSRP prediction accuracy, at least for DL Tx beam prediction. 
Observation 7: For DL Tx-Rx beam pair prediction, in addition to requirements for DL Tx beam other metrics to ensure correctness of DL Tx-Rx beam pair prediction may need to be considered. 

3.3 Positioning enhancement
There are two sub use cases, i.e., direct AI/ML positioning and AI/ML assisted positioning, have been discussing in RAN1. For AI/ML based positioning accuracy enhancement, following cases are considered.
	· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning



3.3.1 Direct AI/ML positioning
For case 1, direct AI/ML positioning is that UE will report the estimated/calculated position. In general, it would not be possible to design requirements to verify the final positioning accuracy. For case 2b, we understand it would be similar to AI/ML assisted positioning from UE perspective. Since the position estimation/calculation is based on channel estimation, RAN4 may study whether requirements/tests for channel estimation for direct AI/ML positioning should be defined. 
Following measurements are considered direct AI/ML positioning. 
	Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded


RAN4 needs to study whether and how new requirements are defined for the potential new measurements and existing measurements for direct AI/ML positioning.
Observation 8: RAN4 is to study whether requirements/tests should be defined for potential new measurements for channel estimation and existing measurements used for direct AI/ML positioning, including CIR/PDP and RSRP/RSRPP/RSTD.

3.3.2 AI/ML assisted positioning 
Following measurements are considered AI/ML assisted positioning. 
	Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 


There are new measurements, e.g., TOA, are used for AI/ML assisted positioning. RAN4 needs to study whether and how new requirements are defined for the potential new measurements for AI/ML assisted positioning.
For AI/ML assisted positioning with legacy measurements e.g., RSTD/RSRPP measurements etc., one option is to reuse legacy accuracy requirements as starting point. It is not expected that AI/ML assisted measurements have worse measurement accuracy. Moreover, enhanced accuracy requirements may be considered.
Observation 9: RAN4 to study potential requirements for new and existing measurements for AI/ML assisted positioning, including ToA, path phase, RSTD, LOS/NLOS indicator and RSRPP
Observation 10: For AI/ML assisted positioning using existing measurements, legacy core requirements and accuracy requirements could be used as starting point

3.4 Requirements for generalization performance 
It is necessary in RAN4 to discuss how to define requirements for the generalization performance of AI/ML model. In RAN1, generalization aspects for different sub use cases are under discussion. For example, 
	Evaluation of the following generalization aspects show that the positioning accuracy of direct AI/ML positioning deteriorates when the AI/ML model is trained with dataset of one deployment scenario, while tested with dataset of a different deployment scenario. 
· The generalization aspects include:
· Different drops 
· Different clutter parameters 
· Different InF scenarios
· Network synchronization error 



There are different generalization aspects/cases for different sub use cases.
From RAN4 perspective, it is necessary to discuss whether and how to define and test the generalization performance of AI/ML model. The legacy receiver algorithms are based on communication theories and have physical meanings. The performance is robust and predictable to some extent. However, AI/ML algorithms are based on machine learning and have weak physical meanings. If the scenarios for test is different from the scenario where the training data is generated, the performance would degrade. On the other hand, the channel conditions of real environment are complex and diversified. It needs further discussion whether the performance in practical network can be guaranteed even if the UE can meet the defined requirements.
Proposal 3: RAN4 is to study how to define requirements for verifying generalization performance.

As discussed in [1], reference model can be used to define requirements, including generalization performance requirements.
Proposal 4: Consider to define reference models in RAN4 for defining (generalization) performance requirements for AI/ML models.

4. Summary
In this contribution, we provided our initial views on testability aspects, especially from general test framework perspective. Based on above analysis, following proposals are present.
Observation 1. RAN4 needs to study specification impact of AI/ML for NR air interface. Potential requirements to verify AI/ML based enhanced performance (AI/ML model inference) for the following use cases can be considered.
· CSI feedback enhancement, including CSI compression and CSI prediction
· Beam management enhancement, including spatial-domain DL beam prediction and temporal DL beam predication
· Positioning enhancement, including direct AI/ML positioning and AI/ML assisted positioning.
Observation 2. RAN4 needs to study whether and how to define potential requirements related to life cycle management (LCM) of AI/ML model.
· Model transfer/delivery/update
· Model select/switch/activate/deactivate/fallback
· Model monitoring
· Model training
Observation 3: Legacy PMI reporting requirements can be reused for CSI prediction with legacy codebook.
Observation 4: Gamma value can be re-evaluated if obvious gain is observed by using CSI prediction.
Observation 5: For performance requirements for CSI compression AI/ML model, legacy PMI reporting requirements can be reused as starting point, e.g., the ratio of PDSCH throughput of CSI compression to baseline PDSCH throughput can be used as a metric. 
The baseline PDSCH throughput could be of following PMI or random PMI, which can be further discussed during WI phase.
Observation 6: For spatial-domain DL beam predication and temporal beam predication when L1-RSRP is used as output, similar performance requirements as existing L1-RSRP measurement accuracy can be specified for absolute and relative L1-RSRP prediction accuracy, at least for DL Tx beam prediction. 
Observation 7: For DL Tx-Rx beam pair prediction, in addition to requirements for DL Tx beam other metrics to ensure correctness of DL Tx-Rx beam pair prediction may need to be considered.
Observation 8: RAN4 is to study whether requirements/tests should be defined for potential new measurements for channel estimation and existing measurements used for direct AI/ML positioning, including CIR/PDP and RSRP/RSRPP/RSTD.
Observation 9: RAN4 to study potential requirements for new and existing measurements for AI/ML assisted positioning, including ToA, path phase, RSTD, LOS/NLOS indicator and RSRPP
Observation 10: For AI/ML assisted positioning using existing measurements, legacy core requirements and accuracy requirements could be used as starting point

Proposal 1. In Rel-18, RAN4 is to study specification impact of AI/ML for NR air interface, including potential requirements to verify AI/ML based enhanced performance (AI/ML model inference) for the use cases being discussed in RAN1.
Proposal 2. In Rel-18, RAN4 is to study whether and how to define potential requirements related to life cycle management (LCM) of AI/ML model.
Proposal 3: RAN4 is to study how to define requirements for verifying generalization performance.
Proposal 4: Consider to define reference models in RAN4 for defining (generalization) performance requirements for AI/ML models.
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