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1		Introduction
A Rel-18 Study Item was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface with the target to study the 3GPP framework for AI/ML for air-interface corresponding to each targeted use cases regarding aspects such as performance, complexity, and potential specification impact [1]. The SI objectives related to RAN4 are abstracted as below.
	(omitted)
For the use cases under consideration:
…
2) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
…
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition
(omitted)



In this contribution, we would like to provide our initial view on the potential way forward regarding the six sub use cases under the three categorized target enhancements, i.e., CSI feedback enhancement, Beam management, and Positioning accuracy enhancements for different scenarios. 
2		Discussion
According to the latest SID in [2], it is clear that RAN4 is first required to understand the use cases under consideration and its progress in RAN1 and RAN2 before the study on their interoperability and testability aspects. Therefore, it is important for RAN4 to have a common understanding of the KPI, input/output of AI/ML model, the applicability condition for AI/ML model, and other issues specific to each use case, among companies in order to make a visible workplan in this meeting as the first RAN4 meeting of the study item.
Observation 1:	It is important for RAN4 to have a common understanding of the KPI, input/output of AI/ML model, the applicability condition for AI/ML model, and other issues specific to each use case, among companies in order to make a visible workplan in this meeting as the first RAN4 meeting of the study item.
During the discussion in RAN1, many use cases for different categories for Rel-18 AI/ML model had been proposed. Meanwhile, in RAN# 98-e, six representative sub use cases have been confirmed according to RAN1 agreements for the initial set of use case as follows. 
· CSI feedback enhancement
· Spatial-frequency domain CSI compression using two-sided AI model
· Time domain CSI prediction using UE sided model
· Beam management
· Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· Positioning accuracy enhancements for different scenarios 
· Direct AI/ML positioning
· AI/ML assisted positioning

Basically, RAN4 needs to consider the testability including test environment, complexity, and expected test results in the process of defining core/performance requirements for the new feature. In terms of AI/ML model, it should be expected for RAN4 to study the requirements and testing frameworks to validate AI/ML based operations for ensuring the UE and gNB with AI/ML models taking into account different model training, data collection, and monitoring for each use cases. 
Observation 2:	RAN4 to study the requirements and testing frameworks to validate AI/ML based operations for ensuring the UE and gNB with AI/ML models taking into account different model training, data collection, and monitoring for each use case.
Then the question is how to verify the model whether such product achieves the expected performance index by utilizing AI/ML operations. This also involves the defining of target or reference values, which might need different values for different use cases and test framework. One potential answer regarding the RAN4 framework would be to take the legacy framework for both one-sided and two two-sided AI/ML models as a starting point. Which framework means that the AI/ML embedded product, i.e., UE or gNB, should meet or exceed existing minimum requirements under certain KPIs. Another candidate would be to define a different framework and requirement for the AI/ML embedded products based on the existing framework as a reference value. In this case, detail implementations can be left to vendors, but the TE behavior might need to be specified in the spec.
Observation 3:	In order to verify the model whether such product achieves the expected performance index by utilizing AI/ML operations, RAN4 is expected to have two different approaches: one is to take the legacy framework for both one-sided and two two-sided AI/ML models as a starting point; the other is to define a different framework and requirement for the AI/ML embedded products based on the existing ones as a reference value.
As mentioned above, the test framework for the feature verification should be determined by the study of the use cases considered in RAN1. However, at least for one-sided model, RAN4 shall firstly consider the evaluation of the AI/ML for each use case with the legacy test requirement and framework as much as possible if it is applicable to the target use case, e.g., comparing with non AI/ML product performance. 
Observation 4:	RAN4 shall firstly consider the evaluation of the AI/ML for each use case with the legacy test requirement and framework as much as possible if it is applicable to the target use case.
2.1	CSI feedback enhancement
Two sub use cases are discussed under the CSI feedback enhancement. One is for spatial-frequency domain with two-side, and the other is for time domain at UE side. From RAN4’s perspective, CSI reporting can be a good reference because RAN4 has a complete set of test procedures for legacy CSI reporting. 
For spatial-frequency domain CSI compression using two-sided AI/ML model, the channel estimation is compressed at UE side and decompressed at gNB side as there are separated AI/ML models at UE and gNB side. 
[image: ]
Figure 1: Spatial-frequency domain CSI compression using two-sided AI model
Given that AI/ML algorithms and models are UE implementation specific, it would be challenging to verify its interoperability for the two-sided model, which is like, for the entire CSI compression algorithm, how to properly test the joint inference operations between UE and gNB, and how to ensure the test metrics and procedures to verify UE encoder and gNB decoder performance. It might require a new test methodology for the two-sided AI model depending on its progress in RAN1. However, RAN4 can think about how to verify the two-sided collaboration focusing on test equipment set up to make sure the forward and backward propagation at UE side for example.
Observation 5:	RAN4 can think about how to verify the two-sided collaboration focusing on test equipment set up to make sure the forward and backward propagation at UE side for example.
Furthermore, as we elaborated in our accompanying paper on interoperability and testability aspects, i.e., under AI 5.22.3 [3], we observe the difficulties and feasibility issues of two-sided join-training, and also the fact that Type-2/3 training collaboration is only for two-sided model and there is only one (sub-)use case for two-sided model AI/ML operation, i.e., CSI compression, we suggest RAN4 shall deprioritize the discussion on Type-2/3 joint training.
[bookmark: _GoBack]Proposal 1:	RAN4 shall deprioritize the discussion on the testability for Type-2/3 training collaboration for two-sided model.
For time domain CSI prediction using UE sided model, the requirement can be considered from the legacy PMI reporting as shown in Figure 2. Meanwhile, CSI prediction also requires one of ongoing discussions, i.e., Type II codebook enhancement for medium and high-mobility, under MIMO WI. Given the situation, it can be utilized for the AI/ML CSI prediction, and RAN4 can focus on LCM aspect in the future WI phase.
[image: ]
Figure 2: Time domain CSI prediction using UE sided model
Observation 6:	CSI prediction may require the outcome of Type II codebook enhancement for medium and high-mobility, under MIMO WI.
2.2	Beam management
There are two sub use cases under the beam management. One is for spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B, the other is temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams as shown in Figure 3 and 4, respectively. 
[image: ]
Figure 3: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
[image: ]
Figure 4: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
AI/ML model for the beam management use case is still under discussion in RAN1 which means that the KPI and prediction outcome has not determined yet. Therefore, it is recommended for RAN4 to wait for the study and observation of the detail of the beam management in RAN1. In our view, the beam prediction accuracy should be preferred rather than the legacy L1-RSRP accuracy for its performance testing since L1-RSRP cannot represent the beam prediction performance for some cases. 
Observation 7:	It is recommended for RAN4 to wait for the study and observation of the detail of the beam management in RAN1.
2.3	Positioning accuracy enhancements for different scenarios
Regarding direct AI/ML positioning that is UE reporting based on the estimated/calculated position, RAN4 has no legacy framework to evaluate the accuracy of the positioning. Although, it would be too premature for RAN4 to examine the estimation, RAN4 could have further study whether a new test requirement/method for the outcome of the AI/ML positioning model is necessary. It is also useful to refer to the evaluation method for each component of LCM that to be discussed in the future.
[image: ]
Figure 5: Direct AI / ml positioning
In case of the AI/ML assisted positioning whose output is for positioning calculation, e.g., identification of LOS and NLOS, TDoA measurement., the UE performs positioning calculation as a separate step to find (x,y,z) as shown in Figure 6. From RAN4’s perspective, it would be a good option to consider the legacy requirements related to the accuracy performance measurements as much as possible at this stage.
[image: ]
Figure 6: AI / ml assisted positioning
Overall, again, it would be the most important for RAN4 to check every KPI for each use which is studied and concluded in RAN1 before the study of the requirements and testing frameworks. This is also essential to determine the target KPI for its performance testing of inference and model monitoring discussion. 
Observation 8:	It would be the most important for RAN4 to check every KPI for each use which is studied and concluded in RAN1 for its performance testing of inference and model monitoring discussion.
3		Conclusion
This contribution provides the initial view on the potential way forward regarding the six sub use cases under the three categorized target enhancements, i.e., CSI feedback enhancement, Beam management, and Positioning accuracy enhancements for different scenarios. Following summary can be derived.
Observation 1:	It is important for RAN4 to have a common understanding of the KPI, input/output of AI/ML model, the applicability condition for AI/ML model, and other issues specific to each use case, among companies in order to make a visible workplan in this meeting as the first RAN4 meeting of the study item.
Observation 2:	RAN4 to study the requirements and testing frameworks to validate AI/ML based operations for ensuring the UE and gNB with AI/ML models taking into account different model training, data collection, and monitoring for each use case.
Observation 3:	In order to verify the model whether such product achieves the expected performance index by utilizing AI/ML operations, RAN4 is expected to have two different approaches: one is to take the legacy framework for both one-sided and two two-sided AI/ML models as a starting point; the other is to define a different framework and requirement for the AI/ML embedded products based on the existing ones as a reference value.
Observation 4:	RAN4 shall firstly consider the evaluation of the AI/ML for each use case with the legacy test requirement and framework as much as possible if it is applicable to the target use case.
Observation 5:	RAN4 can think about how to verify the two-sided collaboration focusing on test equipment set up to make sure the forward and backward propagation at UE side for example.
Proposal 1:	RAN4 shall deprioritize the discussion on the testability for Type-2/3 training collaboration for two-sided model.
Observation 6:	CSI prediction may require the outcome of Type II codebook enhancement for medium and high-mobility, under MIMO WI.
Observation 7:	It is recommended for RAN4 to wait for the study and observation of the detail of the beam management in RAN1.
Observation 8:	It would be the most important for RAN4 to check every KPI for each use which is studied and concluded in RAN1 for its performance testing of inference and model monitoring discussion.
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