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1. Introduction
In RAN plenary #94 meeting, a new SID[1] for Rel-18 was approved to study the AI/ML for NR air interface. The objectives for RAN4 of this SID are listed as follows.
	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition

Note 1: specific AI/ML models are not expected to be specified and are left to implementation. User data privacy needs to be preserved.
Note 2: The study on AI/ML for air interface is based on the current RAN architecture and new interfaces shall not be introduced.


In this document, we will provide some initial views on the interoperability and testability of AI/ML from the general test framework perspective. 
2. Discussion
Based on the progresses in RAN1, there were several typical use cases incorporated, which are listed below.
· Use case #1: CSI feedback enhancement
· Sub use case #1: Spatial-frequency domain CSI compression using two-sided AI model
· Sub use case #2: Time domain CSI prediction using UE sided model
· Use case #2: Beam management enhancement
· Sub use case #1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· Sub use case #2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· Use case #3: Positioning enhancement
· Sub use case #1: Direct AI/ML positioning
· Sub use case #2: AI/ML assisted positioning
In addition, the tentative framework of AI/ML is illustrated in Fig 1 during RAN1 discussion.
[image: ]
Fig 1: AI/ML framework
To facilitate discussion, RAN1 has agreed the following terminologies:
· Data collection
[bookmark: OLE_LINK1][bookmark: OLE_LINK14]The process of collecting data for the purpose of AI/ML model training, data analytics and inference.
· Model training
A process to train an AI/ML Model in a data driven manner and obtain the trained AI/ML Model for inference.
· [bookmark: OLE_LINK2]Model inference
A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs.
· Model management
Including multiple functions in the LCM so as to manage the AI/ML model, such as model monitoring, model selection, model switch, model activation/deactivation and model fallback.
From RAN4 perspective, the discussion should be held around the core requirements related to the functionality/model and the performance requirements so as to guarantee the availability of all the above essential components during the LCM.
[bookmark: OLE_LINK4]2.1 The interoperability of AI/ML for NR air interface
Based on RAN1 progress, two separate model format categories were identified, i.e. Proprietary-format models and Open-format models, The descriptions for these two modes are:
	[bookmark: OLE_LINK15]Proprietary-format models
	[bookmark: OLE_LINK3]ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	[bookmark: OLE_LINK16]Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspective


[bookmark: OLE_LINK17][bookmark: OLE_LINK19]In terms of the above description, it can be assumed that the Proprietary-format models are not mutually recognizable across vendors, the model designs are vendor-specific, and usually it is invisible between UE/network vendors. So from the specification perspective, it is hard to realize inter-operation between different different vendors due to different models would be used for different vendors, which would cause incompatible problem. Even though there is not any specific definition of interoperability yet, it can be determined that due to lack of inter-operation between different vendors, it is hard to standardize based on the unified specification identification. So in our view, we need to study the feasibility and necessity of the Proprietary-format models for RAN4 core part and performance part discussion.
Observation 1: Two categories of models including Proprietary-format models and Open-format models were proposed by RAN1. For the Proprietary-format models, due to the lack of inter-operation and recognition between vendors, it is hard to standardize based on the unified specification identification.   
[bookmark: OLE_LINK6]While regarding the Open-format models, the models can be mutually recognizable across different vendors, and it can be visible between vendors when the model information is shared. So from the perspective of 3GPP, it is feasible to define the unified interface to guarantee the functionality. Of course from RAN4 perspective, the related core part and performance part should be discussed. However, the unified interaction format between vendors should be studied.
Observation 2: Regarding to the Open-format models, the interoperability is feasible.
Based on the above analysis, it seems that RAN4 can focus on the Open-format models firstly, and discuss which core part and performance part requirements should be identified and how to define. On the other side, the test framework and procedure should also be discussed. At the meanwhile, RAN4 needs to wait for RAN1 progress on Open-format models Since it may involve other working groups (RAN2, SA) and other proprietary information sharinf between different vendors.
Proposal 1: RAN4 can focus on the Open-format models firstly, and discuss which core part and performance part requirements should be identified and how to define. On the other side, the test framework and procedure should also be discussed. At the meanwhile, RAN4 needs to wait for RAN1 progress on Open-format models.
[bookmark: OLE_LINK7]2.2 The testability of AI/ML for NR air interface
When defining the core part and performance part requirements, the testability should also be considered. For AI/ML, since it is a module based enhancement which has a bit difference from legacy RRM procedure, and the details within the module would be algorithm implementations, so maybe some new types of test should be considered. We provide some high-level analysis based on the general AI/ML framework below.
RAN1 has achieved some progress referring to the model/functionality identification as follows:
	Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 


[bookmark: OLE_LINK9][bookmark: OLE_LINK10]No matter what the functionality-based LCM procedure or the model-ID-based LCM procedure is, the basic work procedure is still based on the UE capability reporting and NW signalling indication. We believe the differences are how to package the process/method, to package into model or functionality. The latter is more straightforward.  From the perspective of test, both functionality test and performance test should be considered.
Proposal 2: From the perspective of test, both functionality test and performance test should be considered.
For the functionality test, whether the module can realize the predicted function should be tested. Beside the functionality test, the performance test can verify the performance gain caused by the AI/ML framework compared with the traditional operation. Starting from the AI/ML framework, at least the function of the following modules should be verified:
· Data collection
· Model training
· Model inference
· Model switching
· Model monitoring
[bookmark: OLE_LINK11]Regarding the verification of data collection, it provides dataset for model training, model inference and model management. Such dataset can be generated online during the test or be pre-generated before the test. For the former, the TE needs some time to generate such dataset during the test, so for such case, the requirement of dataset generation latency maybe needed. While for the case of pre-generated before the test, the availability of the pre-generated data may need to be verified, and whether such dataset availability verification can be replaced by the performance of model inference needs to be discussed. Furthermore, whether the dataset is scenario/use case specific or common for all scenario/use case needs also to be discussed since it would also impact the dataset availability verification. For the case of pre-generated dataset, the fairness and uniformity of dataset cross different vendors should be guaranteed, so maybe a unified data collection principle is necessary.
[bookmark: OLE_LINK12]Observation 3: Data collection provides dataset for multiple modules. Such dataset can be generated online during the test or be pre-generated before the test. From the perspective of test, at least the following aspects should be considered: 
1) Whether the latency of data collection needs to be verified;
2) [bookmark: OLE_LINK20]Whether and how to guarantee the fairness and uniformity of dataset cross different vendors;
3) Whether the verification of dataset availability can be replaced by the performance of the model inference.
[bookmark: OLE_LINK13]With respect to the model training, online training and offline training are both considered in RAN1 discussion.  During online training, the AI/ML training is real-time processed with the arrival of new training sample. After finishing such online training, then the inference can be executed. So the latency and performance of online training would impact the model inference. For the sake of testing for online training, both latency and performance can be verified. However, for the offline training, the training is carried out based on the collected dataset. Unlike  online training, the offline training model can be relatively independent from the online procedure. When to perform training can depend on vendor implementation, so the latency of training can be ignored, only the performance of training should be verified since it would impact the performance of model inference. Furthermore, the interaction between model training and model inference should be considered, 
Observation 4: Regarding the model training, both online training and offline training are considered in RAN1 discussion. For both of them, the performance of model training should be verified. For the online training, additional verification may need to be performed focused on the training latency.
model inference is the core component of AI/ML. It is the process of using a trained AI/ML model to produce a set of outputs based on a set of inputs. For the test of model inference, the following aspects should be verified:
1) The outputs are the results from the AI/ML inference model rather than the traditional solution.
2) The accuracy of outputs meet the requirement.
For the 1st aspect, maybe some new test setups and procedures are needed, which is different from the traditional test case design. For the 2nd aspect, the legacy requirement of accuracy can be referred, depend on the exact use case or scenario to be tested. 
Observation 5: model inference is the core component of AI/ML. Two aspects should be considered to verify: 1) The outputs are the results from the AI/ML inference model rather than the traditional solution; 2) The accuracy of outputs meet the requirement.
Regarding the model management, wherein the model monitoring and model switching are specially considered, since such two model operations would largely impact on the need of model update. The model update aims to provide timely model adapted to the change of inference requirement. However for different use cases or scenarios, the requirement of model update maybe different, so such test should be use case/scenario specific. To verify such model management operation, the performance gain between after and before the model update can be tested, so as to verify the necessary and reliability of model monitoring and model switching.
Observation 6: The model update operations such as model monitoring and model switching aim to provide timely model accompanied by the change of the inference requirement. To verify such model management operation, the performance gain between after and before the model update can be tested. 
3. Conclusion
In this contribution, we have the following observations and proposals for the AI/ML :
Observation 1: Two categories of models including Proprietary-format models and Open-format models were proposed by RAN1. For the Proprietary-format models, due to the lack of inter-operation and recognization between vendors, it is hard to standardize based on the unified specification identification.
Observation 2: Regarding to the Open-format models, the interoperability is feasible.
Proposal 1: RAN4 can focus on the Open-format models firstly, and discuss which core part and performance part requirements should be identified and how to define. On the other side, the test framework and procedure should also be discussed. At the meanwhile, RAN4 needs to wait for RAN1 progress on Open-format models.
Proposal 2: From the perspective of test, both functionality test and performance test should be considered.
Observation 3: Data collection provides dataset for multiple modules. Such dataset can be generated online during the test or be pre-generated before the test. From the perspective of test, at least the following aspects should be considered: 
Whether the latency of data collection needs to be verified;
Whether and how to guarantee the fairness and uniformity of dataset cross different vendors;
Whether the verification of dataset availability can be replaced by the performance of the model inference.
Observation 4: Regarding the model training, both online training and offline training are considered in RAN1 discussion. For both of them, the performance of model training should be verified. For the online training, additional verification may need to be performed focused on the training latency.
Observation 5: model inference is the core component of AI/ML. Two aspects should be considered to verify: 1) The outputs are the results from the AI/ML inference model rather than the traditional solution; 2) The accuracy of outputs meet the requirement.
Observation 6: The model update operations such as model monitoring and model switching aim to provide timely model accompanied by the change of the inference requirement. To verify such model management operation, the performance gain between after and before the model update can be tested. 
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