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1. Introduction

In RAN #94-e meeting, the SID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. The objectives for RAN4 are duplicated as following.

	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2

· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable

· Consider the need and implications for AI/ML processing capabilities definition


This meeting is the first RAN4 meeting to discuss AI/ML. This contribution provides initial views on interoperability and testability for AI/ML.
2. Discussion  
In general, there are two AI/ML framework: One-sided (AI/ML) model and two-sided (AI/ML) model. One-sided (AI/ML) model could be a UE-side (AI/ML) model or a Network-side (AI/ML) model. UE-side (AI/ML) model is an AI/ML Model whose inference is performed entirely at the UE. Network-side (AI/ML) model is an AI/ML Model whose inference is performed entirely at the network. Two-sided (AI/ML) model is a paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa. CSI compression. Considering that different AI/ML model (one-sided or two-sided) may require different test framework, it is proposed to consider both one-sided (AI/ML) model and two-sided (AI/ML) model for RAN4 discussion.
Proposal 1: it is proposed to consider both one-sided model and two-sided model for RAN4 discussion.
According to RAN1 discussion, for two-sided model use case, there are following AI/ML model training collaborations. And RAN1 further agreed that training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.
•
Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.

•
Type 2: Joint training of the two-sided model at network side and UE side, repectively.

•
Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.

•
Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).

•
Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
According to above, it can be seen that for two-sided model, model related collaboration between UE and network is needed, which increase the test complexity. Taking model transfer as an example, it can be performed either in proprietary format or in open format. Proprietary-format models is ML models of vendor-/device-specific proprietary format, from 3GPP perspective, not mutually recognizable across vendors, hide model design information from other vendors when shared. Open-format models is ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive, are mutually recognizable between vendors, do not hide model design information from other vendors when shared. From interoperability and testability point of view, we can focus on Open-format models. Another issue is how to test joint inference between UE and network, whether model used in TE could properly reflect model at network side. These issues need further discussion.
Proposal 2: for two-sided model, it is proposed to discuss how to test joint inference between UE and network.

From test point of view, both LCM related requirements and performance requirements of AL/ML inference need to be considered. LCM is life cycle management, including model training, model inference, model monitoring, model selection, model update, model activation/deactivation/switch/fallback, etc. For different purposes in LCM, requirments and tests may be needed. For example, for model activation/deactivation, activation/deactivation delay may be needed.  Performance requirements of AL/ML inference is to verify the gain compared with non-AI/ML. It is expected there is performance gain with AI/ML.
Proposal 3: it is proposed to consider both LCM related performance and AL/ML inference performance 
· LCM related performance: requirements/tests for model training, model inference, model monitoring, model selection, model update, model activation/deactivation/switch/fallback, etc. 
· AL/ML inference performance: requirements/tests to verify the gain compared with non-AI/ML.
Another issue is that model training is up to implementation, while different model have different performance. Usually, in legacy RAN4 requirements definition, e.g. demod requirements, the requirements are defined based on companies simulation results with a certain margin. However, if the performance of AI/ML model among different vendors are not alligned, it maybe difficult to specify the requirements. In this case, reference model nay be needed.  Reference model can be selected as the one widely used in the industry and evaluation. However, whether reference model is needed or not can be decided later based on the simulation results from companies.
Proposal 4: whether reference model is needed or not can be deceided based on the allignment  of performance evaluation among companies. If the performance among different vendors are not alligned well, reference model can be considered.
The performance gain is also related with dataset. With different dataset, the performance may be different. In order to allign the  performance evaluation to define performance requirements for an AI/ML model, it is necessary to discuss and decide dataset for the test. Currently, there are two ways to generate dataset: based on dataset assumption/parameters (e.g. TR 38.901), field dataset. The way generating dataset based on dataset assumption/parameters is simple but cannot perfectly reflect the real deployment. While field dataset is more realistic but the complexity also need to be considered. It is necessary to further discuss the dataset in order to verify performance properly.
Proposal 5: it is proposed to discuss and decide the dataset to define test

· Dataset based on dataset assumption/parameters (e.g. TR 38.901)

· Field dataset

· both
3. Conclusion
This contribution provides discussion on interoperability and testability for AI/ML. The observations and proposals are:
Proposal 1: it is proposed to consider both one-sided model and two-sided model for RAN4 discussion.
Proposal 2: for two-sided model, it is proposed to discuss how to test joint inference between UE and network.

Proposal 3: it is proposed to consider both LCM related performance and AL/ML inference performance 

· LCM related performance: requirments/tests for model training, model inference, model monitoring, model selection, model update, model activation/deactivation/switch/fallback, etc. 

· AL/ML inference performance: requirments/tests to verify the AL/ML gain.
Proposal 4: whether reference model is needed or not can be deceided based on the allignment  of performance evaluation among companies. If the performance among different vendors are not alligned well, reference model can be considered.
Proposal 5: it is proposed to discuss and decide the dataset to define test

· Dataset based on dataset assumption/parameters (e.g. TR 38.901)

· Field dataset

· both dataset based on dataset assumption and field dataset
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