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1. Introduction

In RAN #94-e meeting, the SID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. The objectives for RAN4 are duplicated as following.

	· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2

· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable

· Consider the need and implications for AI/ML processing capabilities definition


This meeting is the first RAN4 meeting to discuss AI/ML. This contribution provides initial discussion on use cases for AI/ML.
2. Discussion  
According to the SID, generally, use cases include  CSI feedback enhancement, beam management, positioning accuracy enhancements.

	Use cases to focus on: 

· Initial set of use cases includes: 

· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]

· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98

· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 


According to RAN1 discussion, RAN1 further agreed sub-cases for each use cases. In detail, CSI feedback enhancement include time domain CSI prediction  and spatial-frequency domain CSI compression. Beam management include BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams, and BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams. Positioning accuracy enhancements include direct AI/ML positioning and AI/ML assisted positioning.
In general, there are two AI/ML framework: One-sided (AI/ML) model and two-sided (AI/ML) model. One-sided (AI/ML) model could be a UE-side (AI/ML) model or a Network-side (AI/ML) model. UE-side (AI/ML) model is an AI/ML Model whose inference is performed entirely at the UE. Network-side (AI/ML) model is an AI/ML Model whose inference is performed entirely at the network. Two-sided (AI/ML) model is a paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa. CSI compression
Different use cases require different AI/ML framework. CSI compression use two-sided AI/ML model, and other use cases, including CSI prediction, Spatial-domain DL beam prediction, Temporal DL beam prediction, direct AI/ML positioning and AI/ML assisted positioning, one-sided model is required.
Considering that different AI/ML model (one-sided or two-sided) may require different test framework, and different use cases have different performance evaluation, it is proposed to consider all the use cases RAN1 agreed to perform RAN4 discussion.
Proposal 1: it is proposed to consider following AI/ML use cases for RAN4 discussion:
· CSI feedback enhancement

· time domain CSI prediction

· spatial-frequency domain CSI compression

· Beam management

· Spatial-domain DL beam prediction

· Temporal DL beam prediction

· Positioning accuracy enhancements

· direct AI/ML positioning

· AI/ML assisted positioning

As for the metrics to verify the performance, it can be discussed case by case. But one general connsideration, taking both test coverage and work effort into account, is that it is necessary to consider the combination of reusing the legacy metrics used in NR performance requirements and introducing new metrics specific for AI/ML. For CSI feedback enhancement, legacy metrics, e.g. PMI reporting requirements, can be used as baseline. While new metrics about the encoder/decoder of CSI compression can be considered. For beam management, legacy metrics, e.g. L1-RSRP measurement accuracy, can be reused. While the new metrics of  percentage of predicted best beam(s) can be considered. For AI/ML assisted positioning, legacy metrics, e.g. accuracy for UE Rx-Tx measurement, RSTD measurements, can be used as baseline. However, for direct AI/ML positioning, new metrics about position are necessary. 
Proposal 2: for performance metric of use cases, both the legacy metrics used in NR performance requirements and new metrics specific for AI/ML can be considered.
Proposal 3: for CSI feedback enhancement, legacy metrics, e.g. PMI reporting requirements, can be used as baseline. While new metrics about the encoder/decoder of CSI compression can be considered.
Proposal 4: for beam management, legacy metrics, e.g. L1-RSRP measurement accuracy, can be used as baseline. While the new metrics of  percentage of predicted best beam(s) can be considered.
Proposal 5: For AI/ML assisted positioning, legacy metrics, e.g. accuracy for UE Rx-Tx measurement, RSTD measurements, can be used as baseline.
For AI/ML assisted positioning, legacy measurements are underdiscussion in RAN1, e.g., UE Rx-Tx measurement, RSTD measurements etc. The final position is calculated at LMF. Direct AI/ML positioning is different from assisted positioning, UE will report the estimated position directly, which is new for RAN4. It is necessary to verify the final positioning performance, but how to design the requirements and tests need further discussion.
Proposal 6: for direct AI/ML positioning, it is proposed to discuss how to design the requirements and tests to verify the positioning performance.

3. Conclusion
This contribution provides discussion on use cases for AI/ML. The observations and proposals are:
Proposal 1: it is proposed to consider following AI/ML use cases for RAN4 discussion:

· CSI feedback enhancement

· time domain CSI prediction

· spatial-frequency domain CSI compression

· Beam management

· Spatial-domain DL beam prediction

· Temporal DL beam prediction

· Positioning accuracy enhancements

· direct AI/ML positioning

· AI/ML assisted positioning

Proposal 2: for performance metric of use cases, both the legacy metrics used in NR performance requirements and new metrics specific for AI/ML can be considered.
Proposal 3: for CSI feedback enhancement, legacy metrics, e.g. PMI reporting requirements, can be used as baseline. While new metrics about the encoder/decoder of CSI compression can be considered.
Proposal 4: for beam management, legacy metrics, e.g. L1-RSRP measurement accuracy, can be used as baseline. While the new metrics of  percentage of predicted best beam(s) can be considered.
Proposal 5: For AI/ML assisted positioning, legacy metrics, e.g. accuracy for UE Rx-Tx measurement, RSTD measurements, can be used as baseline.
Proposal 6: for direct AI/ML positioning, it is proposed to discuss how to design the requirements and tests to verify the positioning performance.
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