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1	Introduction
Discussion on the handling of AI in RAN4 as part of the AI-PHY SI begins during RAN4#106bis-e. AI/ML is an exciting and potentially transformative technology of growing importance. The AI PHY study has selected several initial use cases for evaluation in RAN1.
In RAN4, the introduction of AI has potentially significant consequences that might necessitate new thinking and approaches to the scope, purpose and use of RAN4 core requirements and the design of RAN4/RAN5 testing. In order to develop a useful and future looking concept, it is important to consider some general aspects of the AI/ML paradigm and how they relate to the scope and structure of RAN4 specifications. This discussion should take place in a general thread rather than use-case specific threads in order to ensure a holistic and robust framework that is suitable for all of the current use cases and future looking towards new use cases in the future, and also to avoid repeated discussion in use-case specific threads.
A companion document [1] considers AI/ML LCM and general considerations. In this document, we present an overview of the use cases considered as part of the SI and also some initial considerations on RAN4 implications.
[bookmark: _Ref178064866]2	AI use case scenarios
The focus of the RAN1 study is on 3 use cases, of which two split into two areas.
2.1	CSI enhancements
The CSI enhancement splits into 2 sub-use cases: CSI compression and CSI prediction.
The CSI compression is a challenging use case because the model is two sided and resides both in the network and in the UE. It can be seen as a learning ground for gaining knowledge about handling of two sided models in 3GPP.
CSI compression aims to reduce the amount of information bits used for sending CSI information. The CSI may be estimated by conventional means. In this case, the CSI information is then encoded/decoded by a joint model at the UE and BS side. The bits sent across the air (point Y in the figure below) are encoded by the UE part of the model and interpreted by the gNB part of the model. They are not human readable.
If the CSI information is not estimated by conventional means, but instead the scope of the model is to capture, encode and decode a representation of the channel then the model is also two sided, and possibly the issues surrounding training and synchronization between the models may be more complex.
RAN1 is currently considering whether the scope is compression of CSI captured by conventional means or capture and encoding of a channel representation.
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There exist a number of possibilities for training of the models.
In RAN1#110 it was agreed AI model training collaborations between the NW-side and the UE-side (either over the air interface or by other means outside of RAN). 
•	Type 1: Joint training of the two-sided model at a single side/entity. The entity can be on the UE side or the NW side.
•	Type 2: Joint training of the two-sided model at NW-side and UE-side, respectively.
•	Type 3: Separate training at NW-side and UE-side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
Notes:
•	Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
•	Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
•	Other collaboration types are not excluded. 

In RAN1#111, type 2 joint training over the air interface (e.g., passing gradients over the air interface) was down prioritized in Rel18.

For the type 1 training, either the UE side, or the network side, or a third party are responsible for training the model. The trained model will need to be sent to the gNB, UE or both. For reasons described in section 2 of [1], the trained model may be a high level and possibly standardized format, but directly executable versions will depend on the actual hardware.
For the type 3 training, the gNB and UE sides of the model are trained separately. One side is trained first and then metrics are passed to the other side, which enable the other side to be trained based on the model of the first side. RAN1 has agreed that the network side is trained first as follows:

For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following procedure is considered for the sequential training starting with NW side training (NW-first training):
· Step1: NW side trains the NW side CSI generation part (which is not used for inference) and the NW side CSI reconstruction part jointly
· Step2: After NW side training is finished, NW side shares UE side with a set of information (e.g., dataset) that is used by the UE side to be able to train the UE side CSI generation part
· Step3: UE side trains the UE side CSI generation part based on the received set of information
Other Type 3 NW-first training approaches are not precluded and reported by companies

However the training is carried out, there exists the issue that the network side and UE side need to have synchronized models, despite both network equipment and UEs being provided by a variety of different vendors and hence a large number of different vendor combinations existing. For the gNB it is important to be able to run a single model capable of handling feedback from all different UEs. We acknowledge that switching models can be a problem also for the UE. However, the gNB will at every instant see a heterogeneous fleet of UEs whereas the UE will more seldom see gNBs from different NW vendors, making a need for a unified model greater for the gNB.

Analysis in RAN1 of the CSI compression use case and gains is ongoing.

The CSI prediction use case applies a model on the UE side in order to calculate the CSI. For this use case, one-sided models are considered.

Regarding RAN4 impact, if the model encodes CSI estimated by conventional methods then there already exist RAN4 requirements and tests for the CSI estimation. However, the encoding may adapt to reduce the information space for the CSI reporting (in order to compress information), and requirements may be needed on the overall CSI process once the information is removed. RAN4 should discuss more how such requirements should look, although in principle they could be modelled on existing requirements. General considerations outlined in [1] may also be applicable, such as how to define requirements on 2 sided models, how to deal with compliance if models are updated, whether RAN4 requirements are sufficiently good in coverage to ensure that model generalizability is proven, which requirements should be applicable if a model is trained to a specialized scenario, how to deal with model switching etc.
[bookmark: _Toc131966779]RAN4 needs to discuss whether the CSI quality after application of CSI compression is a performance issue and if so, what the KPI should be
[bookmark: _Toc131966780]The CSI compression requires consideration on how to handle 2 sided models
[bookmark: _Toc131966781]Other general issues apply to CSI compression, such as whether the RAN4 requirements ensure generalizability, how to deal with model updating or switching etc.
If the model encodes a representation of the channel (without traditional CSI estimation) then requirements on the overall channel representation reporting process need to be defined and discussed in RAN4. The metric to use for such a requirement would need careful consideration.
[bookmark: _Toc131966782]If the model encodes a representation of the channel without a CSI estimation then a suitable metric for a requirement is needed. More information from RAN1 is needed on whether the CSI compression would be based on compressing conventional CSI or a general channel representation.
2.2	Beam management
The beam management use case employs a model to predict beams (e.g., beam ID(s) or/and L1-RSRP(s)) in spatial or time domain. Two main sub-use cases are being discussed in RAN1
· spatial DL TX and TX/RX beam prediction (i.e., beams within the complete spatial set of possible beams are predicted based on a subset of measured beams) 
· temporal DL TX and TX/RX beam prediction (i.e., beams are predicted based on historic measurements). 
In this section, we focus on the TX beam prediction since the feasibility of TX/RX beam prediction at the NW side is unclear. For the UE-sided TX/RX beam prediction, our understanding is that such solution would have the same specification impact as TX-beam prediction (NW does not need to be aware of the UE RX beam selection). 
Spatial beam prediction:
Figure 1 shows examples of spatial DL TX beam prediction, where the AI/ML model predicts the top-K beams (i.e., the beam with the highest L1-RSRPs) within a set A of beams (i.e., prediction set of beams) based on SSB or/and CSI-RS measurements on a sparse set B of the beams (i.e., measured set of beams). Set A and Set B can have different beams (e.g., set B consists of SSB beams and set A consists of CSI-RS beams) or set B can be a subset of set A. The measurements on the set B of the beams are used to generate input to a model, which then predicts the beam ID(s) or/and L1-RSRP(s) of top-K beams from the set A of beams. .
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[bookmark: _Ref129805202]Figure 1 examples of spatial DL TX beam prediction


The AI/ML model for DL TX beam prediction in spatial/temporal domain may be either on the UE side or the network side. 
· For the NW-side model cases, the following aspects may have RAN4 impact
· To support model training and model inference, UEs are required to report its beam measurements to the NW. For training data collection, a UE can be configured to report measurement for both set A and set B of SSB/CSI-RS beams. For model inference, a UE will be configured to  send beam measurement reports for the set B of SSB/CSI-RS beams to the network, which will apply the model to predict the top-K beams in spatial or temporal domain. The measurement accuracy and quantization error of the SSB/CSI-RS L1-RSRP measurements (for training and inference) can have an impact on the model performance. Hence, depending on the RAN1 study outcome, tighter requirements on L1-RSRP measurements may need to be studied in RAN4 for AI beam prediction use cases.
[bookmark: _Toc131966783]For network side based beam prediction, existing RSRP reporting requirements can be used, but tighter requirements may be needed depending on RAN1 outcome.
· For the UE-sided model cases, the following aspects may have RAN4 standard impact
· A UE report generated based on the output of the AI/ML model inference may include the beam IDs (SSBRI/CRIs) or/and the predicted L1-RSRPs of top-K beams from the set A of beams. In addition, the UE report may also contain confidence/probability information related to the prediction results. Hence, depending on the RAN1 study outcome, RAN4 may study requirements for the UE report generated based on the output of the AI/ML model inference. 
· A UE is expected to take the main responsibility for monitoring of the performance of its AI/ML model. If UE supports multiple AI/ML models for a beam prediction feature (e.g., multiple scenario-specific UE-sided models for spatial domain beam prediction), and if the same UE reporting format is defined for these models, then, it is reasonable to assume that the configuration of multiple models at the UE-side and its model selection are transparent to the NW. In this case, the decision of switching between these different AI/ML models can be made by the UE autonomously. However, it should be noted that, the model performance of these multiple AI/ML models should be properly tested, and the model switching between these models should not cause impact on normal network operation. These aspects need to be studied in RAN4.
· A UE may report its model performance metrics to the NW in case NW-assisted model LCM is needed. The model performance metrics being discussed in RAN1 may consists of beam prediction accuracy related KPIs, input/output data distribution, or/and L1-RSRP difference between predicted L1-RSRP and measured L1-RSRP. Hence, depending on the RAN1 study outcome, RAN4 may study the requirements on the UE reported model performance metrics.
[bookmark: _Toc131966784]For UE sided beam prediction, the requirement might need to incorporate aspects relating to the confidence / reliability of the report.

2.3	Positioning
RAN1 is evaluating positioning accuracy enhancements that can be achieved by implementing AI/ML based methods. The evaluation is split into two types of implementations: direct AI/ML positioning and AI/ML assisted positioning.
Direct AI/ML positioning
In this type of implementation, AI/ML model is used to directly achieve estimate of target UE position. Unlike legacy methods where positioning measurements are fed to the location engine to estimate UE location, in this method an input is provided to AI/ML model and the output of the AI/ML model inferencing is the UE location as shown in Figure 2. An example of such an implementation can be channel impulse response based fingerprinting method. In RAN1 evaluation inputs such as channel impulse response (CIR), power delay profile (PDP), delay profile (DP) to AI/ML model and the corresponding achievable positioning accuracy is being evaluated. It shall however be noted that details of channel observation that can be considered as an input to AI/ML model, e.g., CIR, RSRPP, PDP and/or other types of channel observation, are part of ongoing study. Up until RAN1#112 no conclusion has been reached in this regard. 
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[bookmark: _Ref130846256]Figure 2. Functional representation of direct AI/ML UE positioning.

AI/ML assisted positioning
In this type of implementation, similar to legacy method, positioning measurements are fed to the location engine to estimate UE location. AI/ML model in this context is used to predict positioning measurements as shown in Figure 3. Outcome of AI/ML inferenced positioning measurements can be enhancement of the existing measurement or a new measurement that can be used to localize a target UE. Example outcomes of model inferencing in this type of implementation can be LOS/NLOS identification, ToA measurement and AoD measurement related to reception of DL PRS/UL SRS, and likelihood of measurement.
[image: ]
[bookmark: _Ref130846228]Figure 3. Functional representation of AI/ML assisted UE positioning.

Comparison of AI/ML based positioning to legacy (supported by Rel. 16/17) positioning
Evaluation of both AI/ML methods is ongoing considering indoor factory dense high (InF-DH) scenario, where the effort is also being made to understand generalization capability of an AI/ML model to UE positioning in different versions of InF-DH scenario. Based on RAN1 evaluation some benefits of employing AI/ML based methods for UE positioning can be realized. For instance, legacy methods are prone to NLoS condition where the ToA measurement is severely impacted by the excess delay, whereas finger printing based AI/ML method is less susceptible to NLoS condition and is less impacted by excess delay. In the latter case high accuracy positioning can be achieved by finger printing based AI/ML based methods also in challenging scenarios where probability of LoS condition between a UE and TRPs transmitting PRS is quite limited. Some other evaluations show tolerance of AI/ML methods against degradation in signal strength where impact of change in side-condition for positioning measurement is less severe on achievable accuracy of AI/ML positioning methods. This is another important aspect of finger printing based AI/ML methods to achievable positioning accuracy specifically when link budget degrades. All these different aspects and their impact on achievable positioning accuracy of direct AI/ML and AI/ML assisted positioning methods are being evaluated by RAN1 for five different cases that are listed in Table 1. 
Based on the RAN1 evaluations so far, one major drawback of employing AI/ML based positioning seems to be its limitation in terms of generalizing against the environment change. AI/ML model trained in one environment may not perform well when tested in another environment. In some evaluations it has been particularly observed that an AI/ML model trained in a less cluttered environment does not perform well in another environment with higher clutter density. The fact that the RAN4 legacy requirements are not defined specific to a propagation environment such as a specific realization of InF-DH scenario may not hold true when requirement for AI/ML based methods are derived. Apart from this, there may be other aspects related to AI/ML methods that demand a different way to identifying and defining requirements for. It is therefore important that RAN4 first identifies requirements that are better suited for AI/ML based methods before starting discussion on testability issues related to positioning. Since RAN1 evaluation is still ongoing it is early to assess the impact of AI/ML based positioning on RAN4 specification and start analyzing how to set requirements for AI/ML based positioning methods.
[bookmark: _Ref130847054]Table 1. List of use cases considered for evaluation of achievable positioning accuracy of AI/ML based methods.
	
	Legacy solution
	AI/ML solution

	Case 1
	DL-TDoA, DL-AoD
	UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

	Case 2a
	DL-TDoA, DL-AoD, Multi-RTT
	UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

	Case 2b
	DL-TDoA, DL-AoD, Multi-RTT
	UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

	Case 3a
	Multi-RTT, UL-TDoA, UL-AoA
	NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

	Case 3b
	Multi-RTT, UL-TDoA, UL-AoA
	NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning



[bookmark: _Toc131966785]RAN1 is evaluating achievable positioning accuracy of direct AI/ML method and AI/ML assisted method. The evaluation is based on considering achievable positioning accuracy by Rel.16/17 methods as baseline.
[bookmark: _Toc131966786]AI/ML methods bring some benefits over legacy positioning methods.
[bookmark: _Toc131966787]One of the major drawbacks of AI/ML based positioning is its lack of ability to generalize against change in environment. Based on the evaluation conducted so far by RAN1 AI/ML based positioning methods need to be trained and tested in the same environment where positioning needs to be performed.
[bookmark: _Toc131966788]RAN1 evaluation is focused on InF-DH scenario based on CIR/PDP/DP as an input to AI/ML model.
[bookmark: _Toc131966789]Details of channel observation as an input to AI/ML model are FFS.

[bookmark: _Toc131966752]Before starting discussion on testability issues, it is important that RAN4 identifies requirements that are better suited for AI/ML based positioning.
2.4	Other AI use cases
There are no further AI use cases under consideration in RAN1. However, when considering RAN4, there may be a need to consider new approaches and potentially a new paradigm for handling AI. When making such considerations, it may be useful to attempt as far as is possible to be generic enough that the approach could be applicable for other use cases in future.
[bookmark: _Toc131966790]Although the scope of the study is on RAN1 use cases, it may be useful to bear in mind that the RAN4 framework may need to adapt to other use cases in the future.

Another consideration is that there exists the possibility to implement AI in some areas that would not need RAN1-3 support. Examples may include AI in radio related algorithms (such as PA linearization, AGC control etc.), or in channel estimation. Although not involving RAN1-3, the usefulness and applicability of RAN4 requirements could still be impacted. It would be important to ensure that the RAN4 framework would not constrain AI, and would continue to achieve the goal of enabling deployment of adjacent carriers, predictable performance etc.
[bookmark: _Toc131966791]There are potential scenarios for AI for which RAN1-3 support is not needed, but consideration in RAN4 may be needed.
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	4/4	
Conclusion
In the previous sections we made the following observations: 
Observation 1	RAN4 needs to discuss whether the CSI quality after application of CSI compression is a performance issue and if so, what the KPI should be
Observation 2	The CSI compression requires consideration on how to handle 2 sided models
Observation 3	Other general issues apply to CSI compression, such as whether the RAN4 requirements ensure generalizability, how to deal with model updating or switching etc.
Observation 4	If the model encodes a representation of the channel without a CSI estimation then a suitable metric for a requirement is needed. More information from RAN1 is needed on whether the CSI compression would be based on compressing conventional CSI or a general channel representation.
Observation 5	For network side based beam prediction, existing RSRP reporting requirements can be used, but tighter requirements may be needed depending on RAN1 outcome.
Observation 6	For UE sided beam prediction, the requirement might need to incorporate aspects relating to the confidence / reliability of the report.
Observation 7	RAN1 is evaluating achievable positioning accuracy of direct AI/ML method and AI/ML assisted method. The evaluation is based on considering achievable positioning accuracy by Rel.16/17 methods as baseline.
Observation 8	AI/ML methods bring some benefits over legacy positioning methods.
Observation 9	One of the major drawbacks of AI/ML based positioning is its lack of ability to generalize against change in environment. Based on the evaluation conducted so far by RAN1 AI/ML based positioning methods need to be trained and tested in the same environment where positioning needs to be performed.
Observation 10	RAN1 evaluation is focused on InF-DH scenario based on CIR/PDP/DP as an input to AI/ML model.
Observation 11	Details of channel observation as an input to AI/ML model are FFS.
Observation 12	Although the scope of the study is on RAN1 use cases, it may be useful to bear in mind that the RAN4 framework may need to adapt to other use cases in the future.
Observation 13	There are potential scenarios for AI for which RAN1-3 support is not needed, but consideration in RAN4 may be needed.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Before starting discussion on testability issues, it is important that RAN4 identifies requirements that are better suited for AI/ML based positioning.
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