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1	Introduction
Discussion on the handling of AI in RAN4 as part fo the AI-PHY SI begins during RAN4#106bis-e. AI/ML is an exciting and potentially transformative technology of growing importance. The AI PHY study has selected a number of initial use cases for evaluation in RAN1.
In RAN4, the introduction of AI has potentially significant consequences that might necessitate new thinking and approaches to the scope, purpose and use of RAN4 core requirements and the design of RAN4/RAN5 testing. In order to develop a useful and future looking concept, it is important to consider some general aspects of the AI/ML paradigm and how they relate to the scope and structure of RAN4 specifications. This discussion should take place in a general thread rather than use-case specific threads in order to ensure a holistic and robust framework that is suitable for all of the current use cases and future looking towards new use cases in the future, and also to avoid repeated discussion in use-case specific threads.
The discussion on general considerations in RAN4 is very related to the AI/ML lifecycle management (LCM) process. Careful consideration is needed on which aspects of the LCM should be subject to standardization and for those that should be, which aspects are in RAN4 scope. In general, RAN1 can and should discuss LCM and progress in RAN1 may be needed in order to finally conclude the study. Nonetheless, initial considerations in RAN4 can begin.
In order to facilitate a discussion on AI/ML, in section 2 the AI lifecycle is reviewed. Section 3 then presents some specific general aspects of AI/ML for consideration.
A companion document [1] describes the use cases as identified in RAN1.
[bookmark: _Ref189046994]2	AI model lifecycle considerations
2.1 Overall description
The term lifecycle management (LCM) refers to the process of developing, deploying and maintaining AI models.
Numerous discussions have taken place RAN1 on studying aspects of AI/ML for PHY model lifecycle management (LCM), where the following represent examples of aspects under discussion:
· Data collection, model training, deployment, inference operation and model monitoring.
· Model transfer, e.g., in context of model training at NW-side and model inference at UE. 
· Model update, selection, activation, deactivation, switching and fallback operation.
· Procedure and assistance signaling for the ML model switching and/or selection.
· Procedures on the basis that an ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations.



[image: ]
Figure 1: Generic AI/ML lifecycle


2.2 LCM Scenarios
Examples of model LCM scenarios for one-sided AI/ML models are depicted in figure 2, where these examples can be outlined as follows: 
a) One-sided model at the NW-side with model LCM being transparent to the UE-side.
b) One-sided model at the UE-side with model LCM being transparent to the NW-side.
c) One-sided model at the UE-side with model LCM assistance from the NW-side.
  
In the one-sided model LCM scenarios, a) and b), all model LCM stages are handled by one side and NW-UE collaborations would primarily refer to configuring e.g., measurement reports for data collection. In both scenario b) and c), the UE feeds back some information based on ML model inference wherein c) the NW assists, for example, with model selection, activation, deactivation, and possibly in model monitoring as part of network performance assessments of using the feedback from the UE. Model LCM assistance may also refer to configuring gNB transmissions for enabling the UE side to determine ground truth. 
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[bookmark: _Ref125357396]Figure 2. Examples of model LCM scenarios for one-sided ML models.

Examples of model LCM scenarios for two-sided ML models are depicted in figure 3 where these examples can be outlined as follows:
a) Two-sided ML model with LCM at the NW-side.
b) Two-sided ML model with LCM interworking for doing joint model training.
c) Two-sided ML model with LCM being separately handled at the NW- and UE-sides.

The two-sided case a) represents a model LCM scenario with training at one-side and inference at the other side, and by then require model sharing or model transferring between NW and UE. (It should be mentioned that the two-sided model LCM of both models could also be at the UE-side.) In two-sided case a), both model selection and training of model A and B can be assumed to be done jointly. The two-sided case b) represents a NW-UE interworking model LCM scenario with possibly bilateral training of model A and B, where ML algorithm selection is done separately but where these models are trained jointly (as if being one model). The two-side case c) represents a model LCM scenario where model A and B are designed and trained disjointly, or the two-sided model training is done either with a frozen model A or model B. The case c) includes sequential two-sided model training as discussed further in some detail in section below. In general, two-sided models are challenging from a model LCM perspective as some model development dependency is likely to occur between vendors deploying model A and model B, respectively. 

Two-sided ML models are considered in the CSI use case, in which agreements on studying different model training NW-UE collaborations have been made. In this use case, the focus has mainly been on CSI compression where model A (encoder) compress input features of MIMO radio channels and where model B (decoder) aims to accurately decompress or reconstruct the input features or a decoder output target. 
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[bookmark: _Ref125357496]Figure 3 Examples of model LCM scenarios for two-sided AI/ML models.

[bookmark: _Toc131966410]There is a need to clarify which LCM scenarios should be considered in RAN4.

2.3	LCM stages
2.3.1 Model training

A model training pipeline include several processing stages as gathering unprocessed input data from data repositories (data ingestion), finding high-quality input features (data pre-processing), finding the optimal mapping of the model input features to a desired model output target in a sense determined by a loss function (model training), evaluate model performance on unseen data from a functional level as well as from a system level when relevant (model evaluation). 

The training pipeline typically ends with a model registration stage, which may comprise of operations to make the ML model runnable via compilation to a specific HW and of steps like versioning and packaging of the model so that it can be executed. 

Training of one-sided models can be done without any standard impact, whereas training of two-sided models might require some training interface between NW and UE-side vendors, sharing of intermediate training results or data and possibly other meta data that are useful to optimize the two-sided model operations.
It is a fundamental assumption that training is performed offline as a separate part of the lifecycle. Thus, in the current study, training “on the fly” in the UE or the network does not need to be considered.
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[bookmark: _Toc131966411]There is a need to understand if there are RAN4 impacts in the training phase.

2.3.2 Model transfer
After the model training stage, the AI model is contained as a high-level description. To be transferred to a target device, the model needs to be “lowered”. Lowering consists of compiling the model for the target hardware and is conceptually not unlike the process of compiling an algorithm described using a high-level programming language (such as e.g. C++) to a target device.
When the model is compiled for a target device, it needs to be quantized and adjusted for the device hardware. This can lead to changes in the model behavior. Thus, a compiled model may have a different performance on different hardware implementations.
[bookmark: _Toc131966412]The performance of AI models depends on the hardware of the device towards which they are compiled and the compiler.

2.3.3 Model selection, activation, switching, inference
In this stage of the lifecycle, the model is used for inference, i.e., for performing the task for which it is intended. It may be the case that different models are needed dependent on the situation. The model that should be applied may depend, for example on the gNB or UE that are connected, on speed or propagation environment etc. The model may be selected and switched from the network side (possibly based on UE feedback) or on the UE side (when certain criteria are met)
[bookmark: _Toc131966413]Models may be switched, activated, de-activated during their lifecycle. This may or may not be transparent to the network.

2.3.4 Model monitoring
Model monitoring refers to the process of monitoring the performance of the model. In particular this stage may contain inter-relations with RAN4 specifications.
[bookmark: _Toc131966414]There is a need to understand the relationship between the model monitoring phase and RAN4 requirements.
3	General considerations on AI in RAN4
3.1 Traditional RAN4 requirements
The current RAN4 specifications consist of basestation RF requirements, basestation demodulation requirements, UE RF requirements, UE performance requirements, RRM requirements and EMC specifications.
When considering the impact of AI on RAN4 requirements, it is important to consider the purpose of the requirements. Some purposes of the RAN4 requirements are as follows:
· Ensure that the 3GPP bands can be used by operators in adjacent channels without the need for co-ordination
· This is mainly ensured by RF requirements, but at a secondary level, demodulation requirements, since poor demodulation performance would lead to the need for higher TX power and longer TX time, increasing the amount of potential interference.
· Ensure that UE behaviours and performance towards the network are predictable and comparable
· RRM requirements and UE performance requirements play an especial role in this case. RF requirements (for example, on output power) are of importance too.
· Aid the process of network deployment by guaranteeing a minimum performance
· All requirements are relevant to this
· Provide protection towards adjacent bands and services
· Although mainly coming from regulation, the RF specifications contain a lot of requirements derived from regulation
· To some extent, the requirements can provide a benchmark for comparing performance

[bookmark: _Toc131966415]It is useful to discuss and agree in RAN4 on what the overall goals of RAN4 requirements and testing are, since the means to achieve these goals may differ for AI.

The use cases considered in RAN1 impact RRM and demodulation performance. The most relevant aim of requirements for AI should be to ensure UE behaviours and performance towards the network remains predictable, and to some extent to ensure a minimum network performance. Although the existing SI considers only demodulation and RRM, it is worth to consider that future AI may impact RF requirements. In fact, as discussed in section 2.4 of [1], some kinds of AI models could be deployed that would not need RAN1-3 signalling or procedures but that could impact RAN4 requirements, including RF.
It is important to differentiate between the process of setting a core requirement and the process of testing a requirement in RAN4 (and RAN5). Core requirements are applicable in all operating conditions. For example, a requirement on spurious emissions is applicable at all output power levels, even if it is only tested at maximum power. Some core requirements have to be described in terms of specific conditions (for example, demodulation requirements assume a certain reference channel), but the underlying performance that they demonstrate is expected to be achieved at all times. Other core requirements are specified by proxy; for example, reference sensitivity relates to the noise figure, but is specified in terms of achieving a throughput for a reference channel. For other types of channels, the noise figure is still expected to be achieved. Core requirements should be specified with a wide enough variety and in a general enough manner that all important BS and UE RF and baseband characteristics needed to achieve the above goals are achieved.
[bookmark: _Toc131966416]Core requirements regulate aspects of RF and baseband behaviour that are relevant and are applicable at all times and in a wide variety of configurations.
Conformance requirements (i.e., testing) describe a limited set of tests that can be used to demonstrate that the equipment is capable of meeting the core requirement. It is impractical to test equipment in all possible conditions. Test requirements need to be specified with a sufficient coverage of test points that it can reasonably be expected that, if all test conditions are met, the underlying core requirement would also be met under other, untested conditions. As a simple example, spurious emissions are tested at maximum power. It is reasonable to expect that if the test is passed at maximum power, the emissions will continue to be met at lower power levels. A fundamental aspect of RAN4 testing is that testing is performed once and after an equipment is demonstrated to conform to 3GPP, it is assumed that equipment with the same design will remain compliant throughout their lifetimes.
[bookmark: _Toc131966417]Conformance testing defines a limited number of test conditions that are sufficient to provide confidence that the core requirement will be met in all circumstances.
[bookmark: _Toc131966418]It is assumed that once a design passes conformance testing, equipment built to the design will remain compliant throughout their lifetime.
To achieve such an aim, as considered in the following section, depending on the eventual RAN1 solution, a different approach to RAN4 requirement setting and testing may be needed. Potentially, different sets of core and test requirements may need to be defined. Core requirements need to capture relevant aspects of model behaviour. The assumptions made for test coverage also need to be considered, since testing should ideally prove that, after passing tests in a limited set of conditions, the model behaviour will be consistent in all conditions.
[bookmark: _Toc131966419]For AI, core requirements need to be sufficiently general that all relevant aspects of behaviour are covered.
[bookmark: _Toc131966420]The test coverage needed for AI models may differ from deterministic algorithms.

3.2 Considerations on AI on the process of setting and testing RAN4 requirements

In this section, some initial consideration is given to general aspects of AI that are to some extent applicable for all of the use cases considered in RAN1. Concluding on these overarching considerations is needed to decide on a strategy for AI requirements and testing in RAN4 (and RAN5).

Model performance variation during the lifecycle
One of the characteristics of AI models is that new models can be provided to e.g., a UE during the lifecycle. This may occur because, for example after acquisition of further data and training model performance can be improved, or because of an identified need during model monitoring to update the model, or alternatively because a UE has moved to another environment where its model is no longer applicable.
If the traditional approach to 3GPP conformance testing is retained, then a device would be tested once during conformance testing with whatever model(s) were used at that time. In this case, it is not clear whether, if a model is updated in the field, the device remains compliant. One possible means to achieve compliance could be for compliance of a model update to be tested in a lab with the specific UE hardware for which the model is to be downloaded prior to rolling out a model update. Another approach could be to require the UE to run both an update AI model and a conventional algorithm (or previous AI model in parallel) in order that the LCM can monitor both and only deactivate the conventional algorithm when the AI performance is seen as statistically robust. Whether such an approach would be something in RAN4 scope needs further discussion.
A significant complication is that the performance of a model, after it is compiled and lowered to a particular device hardware may differ depending on the hardware and compiler. Thus, model performance on a target hardware and continuing compliance cannot be guaranteed.
The issue raised here has some relation to the model monitoring and model switching parts of the lifecycle. There is a need to clarify the inter-relationship between model monitoring, model switching and RAN4 requirements and testing.
[bookmark: _Toc131966421]There is a need to understand the relevance of conformance testing and how to ensure performance when new models are downloaded or switched.


Generalization of models for meeting RAN4 core requirements and testing
RAN4 RRM and demodulation requirements are defined in a number of channels and conditions that are expected to sufficiently represent all of the environments in which the UE should achieve performance, and are thus relatively general. In principle, AI could be trained to meet the RAN4 requirements. However due to the differences in characteristics between deterministic algorithms and AI models, it may not be the case that the AI model performance generalizes to other scenarios not captured in the RAN4 requirements or tests in the same manner as deterministic algorithms and performance is not guaranteed.
[bookmark: _Toc131966422]The ability of AI models to generalize to other conditions than those in which requirements or tests are specified could be significantly different to deterministic algorithms.
Another potential problem is that AI models may be trained for specific scenarios, for example a specific cell or deployment. When trained for a specific scenario, meeting the general RAN4 requirements may be at best irrelevant, or at worst the need to meet the generic requirements as well as perform in the specific scenario might prevent optimal training of the model (the model needs to be trained towards the RAN4 requirements just to pass the test, even though they may not be relevant for the specific operation environment).
[bookmark: _Toc131966423]It may be detrimental or even impossible to apply generic requirements when models are trained for specific cells/scenarios.
It may not be feasible to derive multiple sets of requirements for all kinds of specific scenarios. On the other hand, it could be problematic to not have any relevant RAN4 requirement or test, as predictability of UE behaviour towards the network could be lost.

Model switching
Model switching may be needed if, for example a UE needs to switch models when moving between different cells or environments. If the UE is responsible for switching, then RAN4 requirements may be considered for ensuring performance of the algorithms in the UE for deciding and implementing switching between models. The absence of requirements could lead to unpredictable UE behaviour.
[bookmark: _Toc131966424]Requirements relating to model switching may need to be considered.
Another consideration for switching is that requirements may be needed relating to timing; for example, activation time or time periods during which transmission or reception are not possible. Such requirements could be essential to ensure that the network can properly manage the UEs.
[bookmark: _Toc131966425]Also timing aspects of model switching need consideration.

Two sided models
Currently, the only use case considering a two-sided model is CSI compression. It is still useful to consider aspects relating to two sided models in general. Up to now, RAN4 requirements are specified and tested on a single piece of equipment. Base station design and conformance testing does not depend in any way on the UE and vice versa.
Performance of a two-sided model that is jointly trained depends on both the UE and the basestation. Even if the complete model is trained in one place, since performance depends on the compiler and specific hardware, dependency on both sides will remain. It is likely pretty impractical to place responsibility for meeting requirements jointly on BS and UE, in particular considering the impractically large number of BS-UE combinations. Thus, for two sided models, some means of specifying requirements that apply to each side separately but still remain relevant would be needed.
[bookmark: _Toc131966426]It is not possible to define RAN4 requirements and tests jointly over BS and UE
[bookmark: _Toc131966427]An approach for ensuring performance of 2 sided models needs further consideration.
One means of decoupling the two sides of the model and achieving the ability to do UE side requirements and conformance testing as follows:
1) The NW-side train a complete Encoder-Decoder setup.
2)  The NW-side publishes an API, allowing the UE-side to get access to gradients and convergence indications, given that they provide Target + CSI Report.
3)  The UE-side uses the API to train an Encoder.
4) The UE-side deploys the encoder to a UE.
The requirement and test on the UE side would demonstrate that the UE model could achieve compliance together with a specific API.

New aspects of behaviour
There may be aspects of behaviour that today are not subject to requirements because they are straightforward and deterministic, but with AI become more related to performance. An example is CSI compression. Although there are requirements on CSI accuracy in the UE performance specification, these in principle relate to CSI prediction, not the encoding of the CSI information, since the encoding is trivial and deterministic. However, with AI based CSI encoding, the encoding itself may impact performance, separately to the prediction.
[bookmark: _Toc131966428]There is a need to carefully consider whether AI may necessitate new kinds of requirements to regulate new behaviours.
Other types of AI model may also cause new behaviours that are not currently regulated with requirements. When new AI models are introduced (or when considering potential for AI models that do not need RAN1-3 specification), consequences on functionality should be considered.

Measurement accuracy
Where measurements are passed over a standardized interface, measurement accuracy requirements are needed. For AI, new types of measurements may be introduced in the RAN, or alternatively accuracy requirements may differ depending on the lifecycle stage. Potentially, for example accuracy requirements if data is collected across the RAN interface during the training part of the lifecycle could differ from measurements used of inference, or measurements used for model monitoring.
[bookmark: _Toc131966429]Measurement accuracy requirements may consider new measurements and may need to differentiate between lifecycle stages.


3.4 Relation of the RAN4 work to LCM and architecture considerations
The extent of RAN4 work depends on some of the decisions made on what parts of the LCM are standardized and where the model is placed.
If, for example the models are on the network side, then specification of accuracy requirements for measurements from the UE may be sufficient and some of the aspects discussed above may be less relevant.
[bookmark: _Toc131966430]If models are on the network side, measurement accuracy considerations for UE reporting will be important. Some other aspects would not need consideration.
If some parts of the lifecycle, for example training are not specified in the RAN specifications then RAN4 requirements would not be applicable.
[bookmark: _Toc131966431]There is a need to clarify which parts of the functionality would be specified in the RAN, as this impacts RAN4 work.
Also, decisions on aspects such as model switching would impact the scope and necessity of RAN4 work.
[bookmark: _Toc131966432]Clarification of the behaviours and need for model switching is needed to scope the RAN4 work.
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In addition to these considerations, discussion may be needed on what would be part of RAN4 scope (potentially as a new paradigm for RAN4) and what would remain in RAN1 or elsewhere. For example, model monitoring could partially rely on RAN4 requirements, but would be a new paradigm because the applicability of requirements could change during the lifecycle, and some means of continuous monitoring, as opposed to conformance testing could be needed. Whether such new paradigms would need to exist and would involve RAN4 needs careful consideration.
	4/4	
Conclusion
In the previous sections we made the following observations: 
Observation 1	There is a need to clarify which LCM scenarios should be considered in RAN4.
Observation 2	There is a need to understand if there are RAN4 impacts in the training phase.
Observation 3	The performance of AI models depends on the hardware of the device towards which they are compiled and the compiler.
Observation 4	Models may be switched, activated, de-activated during their lifecycle. This may or may not be transparent to the network.
Observation 5	There is a need to understand the relationship between the model monitoring phase and RAN4 requirements.
Observation 6	It is useful to discuss and agree in RAN4 on what the overall goals of RAN4 requirements and testing are, since the means to achieve these goals may differ for AI.
Observation 7	Core requirements regulate aspects of RF and baseband behaviour that are relevant and are applicable at all times and in a wide variety of configurations.
Observation 8	Conformance testing defines a limited number of test conditions that are sufficient to provide confidence that the core requirement will be met in all circumstances.
Observation 9	It is assumed that once a design passes conformance testing, equipment built to the design will remain compliant throughout their lifetime.
Observation 10	For AI, core requirements need to be sufficiently general that all relevant aspects of behaviour are covered.
Observation 11	The test coverage needed for AI models may differ from deterministic algorithms.
Observation 12	There is a need to understand the relevance of conformance testing and how to ensure performance when new models are downloaded or switched.
Observation 13	The ability of AI models to generalize to other conditions than those in which requirements or tests are specified could be significantly different to deterministic algorithms.
Observation 14	It may be detrimental or even impossible to apply generic requirements when models are trained for specific cells/scenarios.
Observation 15	Requirements relating to model switching may need to be considered.
Observation 16	Also timing aspects of model switching need consideration.
Observation 17	It is not possible to define RAN4 requirements and tests jointly over BS and UE
Observation 18	An approach for ensuring performance of 2 sided models needs further consideration.
Observation 19	There is a need to carefully consider whether AI may necessitate new kinds of requirements to regulate new behaviours.
Observation 20	Measurement accuracy requirements may consider new measurements and may need to differentiate between lifecycle stages.
Observation 21	If models are on the network side, measurement accuracy considerations for UE reporting will be important. Some other aspects would not need consideration.
Observation 22	There is a need to clarify which parts of the functionality would be specified in the RAN, as this impacts RAN4 work.
Observation 23	Clarification of the behaviours and need for model switching is needed to scope the RAN4 work.
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