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1   Introduction
We present our view on the scope of AI/ML work item in this contribution.
2   Discussion
2.1   General RAN4 Scope for All Use Cases
In this section, we present our view on general scope of RAN4 requirements on all AI/ML use cases consider in the study item on the following aspects:
· Online training
Including online training as part of test procedure has the following impact on test feasibility from test duration perspective:
Observation 1: When including online training in the test procedure, the test duration has to increase significantly to ensure convergence of the learning procedure, and specifying a common convergence time across different UE side models is very challenging for RAN4. 

In addition, the data set sharing interface, number of iterations in training procedure have to be standardized in order to define the online training procedure as part of RAN4 test procedure, and RAN1 hasn’t reached a consensus on those aspects.

Observation 2: Standardized interface to exchange data for online training and associated parameters in online training is still under discussion in RAN1.
Based on the above observations, we have the following proposal:

Proposal 1: RAN4 deprioritizes study on online training procedure, or at least defers it until RAN1 reaches a consensus on interface and the associated parameters required to be specified.

· Model update 

Model update and focus on the procedures and enhancement to ensure satisfactory performance in a longer time frame. However, RAN4 conformance test is based a snapshot of a representative environment, which is not a good fit on testing model update and life cycle management, which focus more on a longer time frame.
Observation 3: RAN4 conformance test design is mostly focusing on a snapshot of a static and representative environment, while model update and life cycle management target maintenance and enhancement of model performance in a longer time frame.

Moreover, model update and life cycle management procedures are still under discussion in RAN1.

Proposal 2: RAN4 deprioritizes study on model update and life cycle management, or at least defers it until RAN1 reaches a consensus on the associated procedures.
· Performance monitoring
The requirement and testability analysis on performance monitoring depends on the metrics reported to the network, and therefore we suggest not to discuss the performance monitoring aspect until RAN1 reached a consensus on the metrics to evaluate and report.

Proposal: Continue studying performance monitoring after RAN1 reached a consensus on the metrics to evaluate and report.
· Model switch and selection
For model switch and selection based on signaling, if we consider test on the execution of switch/(re-)selection from model x to model y, the verification procedure focuses on whether UE follows the signaling instructions correctly; on the other hand, when we consider verifying whether the UE selects a proper model corresponding to the signaling (e.g. model ID), it is implicitly verified by including model/environment related information in any performance test. Therefore we have the following proposal:

Proposal 3: Mode selection can be tested by including model/environment related information (e.g., model ID) in the performance tests.  
· Inference based on AI/ML model

Since inference test is the most straightforward and the best fit to RAN4 requirement framework, we propose the following:

Proposal 4: RAN4 can focus on the study of testing framework and feasibility of AI/ML model inference.
· Two sided model
In two sided AI/ML model, the network side model design becomes a new issue in RAN4 and RAN4 needs to study how to come up with a network side model, which is implemented in the test equipment to process UE reported message and recover the reported information, to minimize its impact to UE performance, e.g., in CSI compression use case, the reference decoder in TE has to decode latent message to produce precoding matrix. We have the following observations:
Observation 4: In two-sided model, network side model design and the performance of reconstructing UE reported information have a significant impact on the DL performance. With a bad network side model design, UE can fail the test even if the UE side model works well with the network side model with a proper design. 

Observation 5: Network side model complexity may at least partially determine the performance of the network side model to reconstruct the UE reported information.

Therefore, we propose to study the specification of network side model on the following aspects:

Proposal 5: RAN4 to study the following aspects of reference network side model for testing:

· How to minimize the impact of possible variations/differences in the reference network side model design/implementation on UE performance verification

· The impact of reference network side model complexity to UE performance verification, and the advantage/disadvantage analysis of high/low complexity network side model.

To maintain network vendors’ implementation flexibility, we propose the following principle as an assumption for reference network side model specification design:

Proposal 6: RAN4 specification on the reference network side model(s) for two-sided verification shouldn’t limit the implementation of network side models designed by network vendors, i.e., the RAN4 reference network side models may or may not be the same as the network side models implemented by network vendors in the real field operations. 

Proposal 7: Model ID(s) associated with RAN4 test environment and reference network side models should be introduced so that UE side models are not restricted by RAN4 test, and different UE side models trained/designed based on available information/dataset associated with other network side models models (identified by model ID) can be implemented by UE vendors.

To minimize the impact of network side model design/implementation on UE performance verification, the most straightforward way is allowing UE vendors to provide their network side model jointly trained with their UE side model. In this case, the UE side and network side models are jointly designed and paired, and therefore the network side model can be optimized by the UE vendor to not incur additional performance degradation beyond the loss incurred by the UE side model, and the UE side model performance can be correctly verified.

Observation 6: Network side model’s impact on UE performance verification can be minimized if the reference network side model is jointly designed and trained with the UE side model under test. 

Based on the above observation, we have the following proposal to facilitate the joint design/training UE and network side model pair testing:

Proposal 8: The reference network side model is provided by the vendor of the UE side model under test so that the UE and network side model are jointly designed and trained, to avoid impact from improper network side model design for UE verification.

Alternatively, RAN4 can specify common network side model(s) as an agreement in the working group, and captured in RAN4 specification. Note that in this case, the network side model has to be fully specified including its structure and the associated parameters, to avoid any variation/differences in training or implementation by TE vendors.

Proposal 9: The reference network side model(s) are fully specified and captured in RAN4 spec. The specification should be complete, including the network side model’s structure and the fully trained parameters, to ensure that any TE vendor can implement exactly the same network side model to produce identical network side model output with any given set of UE side model output.

Since the fully specified reference network side models are from the agreements of RAN4 as a working group consensus, the improper implementation could possibly eliminated by the careful design proper model proposals and selection framework/procedure which may possibly include common assumptions, data collection for network side model proposal evaluation, and definition and derivation of intermediate KPIs for evaluation. We have the following observations:

Observation 7: The challenge of specifying a network side model is to have a reasonable common framework and procedures for generate reference network side model proposals, evaluation and selection of the proposals, to ensure minimal impact on the UE performance verification. The following issues can be studied to see whether and how to address them in creating the framework and procedures:

· Common assumptions for proposals of the network side models (and the paired UE side models)

· Definition and derivation procedure of intermediate KPI for network side model evaluation and selection

· Data collection for decoder evaluation, and the common assumptions/environment needed for data collection.

Given the rapid advances of the AI/ML field, it is very likely that the most competitive ML design in the future may be different that today’s most competitive ML design. We have observed an example in RAN1 discussion:

Observation 8: while many companies in RAN1 evaluation reports that Transformer-based design works better than convolutional architecture, the Transformer itself is relatively new, and it’s very possible that a new architecture may emerge that beats Transformer. 

Therefore, it is very important to ensure that the specification of the common reference network side model does not restrict future implementation choices of the models at UEs and Networks. 

Proposal 10: RAN4’s choice of reference network side model does not limit UE side model implementation choices and Network side model implementation choices in the future.
2.2   CSI Prediction

When a model is given, CSI prediction becomes an optimization of reporting based on the channel prediction. However, even in legacy framework, the CSI reporting aims at providing information to the future DL transmission. We have the following observation:

Observation 9: Given that the network is using the reported CSI to determine the future DL Tx even in legacy CSI reporting, CSI prediction is very similar to legacy CSI reporting when a model is given.

In the previous section, we’ve proposed to focus on the inference test and deprioritizes model update/selection. In addition, RAN1 doesn’t have enough progress on this use case for RAN4 to study test feasibility. Therefore, we have the following proposal:

Proposal 11: RAN4 to discuss the value and usefulness of study CSI prediction after RAN1 made enough progress in this use case.
2.3   Beam Management and Prediction

The UE side AI/ML model for beam management and prediction aims at predicting the measurements of beams in set A from a measured beams set B, and report measurements/predictions to the network based on the results (measured or predicted) of the union of set A and B. Set A and B can be defined in spatial or temporal sense, or both. For RAN4 requirements on this use case, we have an observation below:

Observation 10: To define a performance/accuracy requirements on the report based on prediction for set A and measurement for set B, the side condition on the relationship between set A and B, in both spatial and temporal sense, has to be specified, e.g., at least x beams needs to be in B when there are y beams in set A from spatial relationship perspective.

To derive side conditions on set A and B from prediction feasibility perspective, we need the following knowledge:

Observation 11: Since beam width and angle separation are critical pieces of information to have a guarantee on accuracy/performance of the prediction, the agreement on beam width and angle separation of all beams in set A and B is required before RAN4 can study the side conditions on set A and B.
We also have the following observations based on the latest FR2 OTA test discussion and test equipment implementation:

Observation 12: Very limited number of beams can transmit simultaneously in a test under current test equipment implementation.

Based on the above observations, there are many detailed pieces of information have to be revealed and specified before we can get to the requirement discussion together with the test feasibility, we have the following proposal:

Proposal 12: RAN4 to discuss how to proceed in beam prediction requirement discussion based on (1) the limitation of test equipment implementation (2) the necessary information on network beam management implementation (beam width and angle separation) to derive the essential side conditions (size and component relationship between set A and B).

2.4   CSI Compression

The focus of CSI compression AI/ML use case is on precoding matrix compression, and therefore we consider PMI test can be a reference test framework as a starting point for developing an appropriate test framework verifying this use case. There are a few configurations and principles that we can consider to reuse in this use cases: 

Proposal 13: Legacy PMI test can be a reference framework as a starting point for developing test framework for two-sided CSI compression model, and the following configurations and principle can be used with necessary modifications:

· CSI-RS and CSI-reporting periodicity configurations

· Test passing criterion and requirement: throughput enhancement compared to random PMI scheme

3   Conclusion
· General scope
Observation 1: When including online training in the test procedure, the test duration has to increase significantly to ensure convergence of the learning procedure, and specifying a common convergence time across different UE side models is very challenging for RAN4. 

Observation 2: Standardized interface to exchange data for online training and associated parameters in online training is still under discussion in RAN1.

Observation 3: RAN4 conformance test design is mostly focusing on a snapshot of a static and representative environment, while model update and life cycle management target maintenance and enhancement of model performance in a longer time frame.

Observation 4: The precise specification of triggering conditions for performance monitoring based model switch/selection are absent in AI/ML use cases. RAN4 can’t develop proper testing framework without trigger conditions specification.
Proposal 1: RAN4 deprioritizes study on online training procedure, or at least defers it until RAN1 reaches a consensus on interface and the associated parameters required to be specified.

Proposal 2: RAN4 deprioritizes study on model update and life cycle management, or at least defers it until RAN1 reaches a consensus on the associated procedures.

Proposal 3: RAN4 deprioritizes study on performance monitoring based model switch and selection.

Proposal 4: RAN4 can study whether performance test framework is more suitable to signaling based model switch and selection, or functional test framework. 

Proposal 5: RAN4 can focus on the study of testing framework and feasibility of AI/ML model inference.

· General discussion on two sided model
Observation 9: In two-sided model, decoder design and the performance of reconstructing precoding matrix have a significant impact on the DL throughput performance. With a bad decoder design, UE can fail the test even if the encoder works well with the decoders with a proper design. 

Observation 10: Decoder complexity may at least partially determine the performance of the decoder to reconstruct the precoding matrix.
Observation 11: Decoder’s impact on encoder performance verification can be minimized if the reference decoder is jointly designed and trained with the encoder under test. 

Observation 12: The challenge of specifying a reference decoder is to have a reasonable common framework and procedures for generate reference decoder proposals, evaluation and selection of the decoder proposals, to ensure minimal impact on the encoder performance verification. The following issues can be studied to see whether and how to address them in creating the framework and procedure:

· Common assumptions for proposals of the reference decoder (and the paired encoder)
· Definition and derivation procedure of intermediate KPI for decoder evaluation and selection

· Data collection for decoder evaluation, and the common assumptions/environment needed for data collection.
Proposal 9: RAN4 to study the following aspects of reference decoder specification:

· How to minimize the impact of possible variations/differences in the reference decoder design/implementation on UE performance verification
· The impact of reference decoder complexity to UE performance verification, and the advantage/disadvantage analysis of high/low complexity decoders.

Proposal 10: RAN4 specification on the reference decoder(s) for two-sided CSI compression performance verification doesn’t limit the implementation of decoders designed by network vendors, i.e., the RAN4 reference decoder may or may not the same as the decoders implemented by network vendors in the real field operations. 

Proposal 11: Model ID(s) associated when RAN4 test environment and reference decoders should be introduced so that UE encoder models are not restricted by RAN4 test, and different encoder models trained/designed based on available information/dataset associated with other decoder models (identified by model ID) can be implemented by UE vendors.
Proposal 12: The reference decoder is provided by the vendor of the encoder under test so that the encoder and decoder are jointly designed and trained, to avoid impact from improper decoder design for encoder verification.

Proposal 13: The reference decoder(s) are fully specified and captured in RAN4 spec. The specification should be complete, covering backbone model, number of layers/parameters and values of all the parameters, to ensure that any TE vendor can implement exactly the same decoders to produce identical decoder output with any given set of encoder input.
· Use cases of one sided model

Observation 5: Given that the network is using the reported CSI to determine the future DL Tx even in legacy CSI reporting, CSI prediction is very similar to legacy CSI reporting when a model is given.

Observation 6: To define a performance/accuracy requirements on the report based on prediction for set A and measurement for set B, the side condition on the relationship between set A and B, in both spatial and temporal sense, has to be specified, e.g., at least x beams needs to be in B when there are y beams in set A from spatial relationship perspective.

Observation 7: Since beam width and angle separation are critical pieces of information to have a guarantee on accuracy/performance of the prediction, the agreement on beam width and angle separation of all beams in set A and B is required before RAN4 can study the side conditions on set A and B.

Observation 8: Very limited number of beams can transmit simultaneously in a test under current test equipment implementation.

Proposal 6: RAN4 to discuss the value and usefulness of study CSI prediction.

Proposal 7: RAN4 to discuss how to proceed in beam prediction requirement discussion based on (1) the limitation of test equipment implementation (2) the necessary information on network beam management implementation (beam width and angle separation) to derive the essential side conditions (size and component relationship between set A and B).

· CSI compression two sided model
Proposal 8: Legacy PMI test can be a reference framework as a starting point for developing test framework for two-sided CSI compression model, and the following configurations and principle can be used with necessary modifications:

· CSI-RS and CSI-reporting periodicity configurations
· Test passing criterion and requirement: throughput enhancement compared to random PMI scheme


