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1	Introduction
During RAN4#106bis, discussions on the AI/ML for NR air interface will commence in RAN4. As per the SID [1], the scope of RAN4’s work is stated as the text below:
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition
In this contribution, we share our initial views on interoperability and testability aspects, mainly from test framework perspective. Some initial views on requirements can be found in our companion contribution [2].
2	Lifecycle management (LCM)
As a data-driven mechanism, the performance of an AI/ML model cannot be always guaranteed under the changing wireless environment. Therefore, the lifecycle management (LCM) of AI/ML models is essential for sustainable operation of AI/ML in NR air-interface. In previous RAN1 meetings, following agreements on procedures of lifecycle management (LCM) had been achieved.
RAN1 #110
	Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 


RAN1 #110bis
	Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)



An illustrative diagram showing the connections among these procedures is given in figure 1.
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Figure 1 An illustrative diagram of AI-based air interface
Data collection
As seen in the figure, data collection relates to three aspects, model training, inference and management. It could be involved as part of the test framework. The behavior of data collection may not subject to requirements directly, but it may impact some aspects, for example, some new measurements may be defined for a specific use case and corresponding measurement requirements shall be specified. Moreover, the testing setup and procedures for data collection also need to be discussed.
Model training
Model training may be involved in testing framework if online training is considered. RAN4 would be to discuss the necessity of testing model training and methods to test if necessary. There are some potential issues could be considered, for example:
· Whether to put constraints on duration of training period and size of training dataset;
· Whether to specify a range of size of the trained model;
· Whether to define a reference model for a specific use case;
· How to transfer the model for two-sided model if joint training is considered?
Model inference
Model inference is an execution process and is definitely involved in testing framework. The output of model inference largely impacts the whole network performance. Therefore, some new metrics and corresponding requirements towards the output could be specified to directly reflect the performance gain of AI model. Moreover, baseline performance and relative requirements could also be considered. 
Regarding to the behavior of model inference, there are some potential issues, for example:
· [bookmark: _GoBack]Whether to set a limit on the time used for each inference;
· Whether and how to measure/quantify the computational complexity of the AI model.
Model management
Model management is a general concept and could be further divided into two aspects, model monitoring and consequential operations based on the monitoring results, including activation, deactivation, switch, update, and fallback.
The aim of model monitoring is to verify the applicability of AI model in current situation (e.g., channel condition, scenario, etc.). It is essential for AI-based mechanism and could be considered in the test framework. 
Model monitoring is more related to a measurement process. In addition to the metrics for system performance and inference output, some new measurements and report types would be defined for difference use cases. The following RAN1 agreements could be considered as starting point.
	Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system peformance KPIs
0. Other monitoring solutions, at least following 2 options.
2. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE



Other procedures, i.e., model activation/deactivation/switch/fallback/update, resembles RRC configuration/re-configuration/re-establish process. Therefore, on one hand, time requirements would be specified for each procedure. On the other hand, also the challenging part, is how to set the test environment with changing conditions that could invoke certain procedures.
Proposal 1: RAN4 should study whether and how to involve LCM process into core requirements and testing procedure.
3	Two-sided model
Two-sided model is jointly inferred and even trained on both UE and BS. The test framework would involve the procedure of transferring intermediate output from the first part to the second part. Therefore, it is essential for two sides to have a common understanding on the content and format of intermediate output. However, the details of AI model is up to vendors’ implementation, there would be differences and even incompatibility. 
An intuitive means is to define the reference model for one or both two sides. The advantage is development-friendly and predictable performance of the model. The drawback is less future-proof and may limit the free space of implementation, especially considering the rapid development of AI technology. Thus, RAN4 needs to discuss the necessity of defining reference model and also other proper means to test the joint operations between the UE and BS.
Proposal 2: RAN4 should study the necessity of defining reference model for testing.
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Conclusion
In this contribution, we share our initial views on test framework and make following proposals:
Proposal 1: RAN4 should study whether and how to involve LCM process into core requirements and testing procedure.
Proposal 2: RAN4 should study the necessity of defining reference model for testing.
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