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1	Introduction
During RAN4#106bis, discussion on the AI/ML for NR air interface will commence in RAN4. The SI has been under discussion in RAN1 and RAN2 for several meetings and has reached 30% completion level [1]. Based on the conclusion in RAN #98e, the SI is focusing on the following 6 representative sub use cases according to RAN1 agreements. These can be considered as starting point for RAN4’s discussion on requirements and tests.
· CSI feedback enhancement
· Spatial-frequency domain CSI compression using two-sided AI model
· Time domain CSI prediction using UE sided model
· Beam management
· Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· Positioning accuracy enhancements for different scenarios 
· direct AI/ML positioning
· AI/ML assisted positioning
In this contribution, we share our initial views on each sub use case. Some general issues that common to all sub use cases are listed in our companion contribution [2].
2	Views on use cases
2.1 CSI compression
CSI compression is treated as a representative case using a two-sided model. Pairwise AI models are separately deployed in UE and NW side, for CSI compression and reconstruction, respectively. This case has been extensively studied in RAN1 with adequate understanding on model design and application.
To verify the performance gain of AI model, some evaluation metrics have been identified, e.g., throughput and CSI feedback overhead from systematic perspective, SGCS and NMSE from inference accuracy perspective. Besides, model and computational complexity are also important metrics in real deployment, which can be characterized by number of model parameters and FLOPs.
The challenging part of defining requirements/tests for CSI compression lies on the performance dependency on UE and NW, since the models are jointly inferred and may even trained on both sides. In legacy, RAN4’s requirements are specified and tested on a single side, which is independent form the other side. Thus, the means of specifying requirements that may apply to each side separately while maintain some relevance needs to defined. Moreover, for intermediate metrics (e.g., SGCS/NMSE) and complexity metrics that are new for RAN groups, whether and how to define/quantify/measure the requirements also needs more discussion. 
Observation 1: The challenging part of defining requirements/tests for CSI compression lies on the performance dependency on UE and NW, since the models are jointly inferred and may even trained on both sides.
2.2 CSI prediction
CSI prediction with UE side model can be considered as an inner-processing for PMI reporting using legacy codebook. The framework of requirements/tests for legacy PMI reporting can be reused. Similar to CSI compression, whether and how to introduce intermediate and complexity metrics needs further discussion.
Observation 2: The framework of requirements/tests for legacy PMI reporting can be reused for CSI prediction.
2.3 Spatial-domain/temporary beam prediction
Spatial-domain DL beam prediction is to predict set A of beams based on measurement results of set B of beams. The output of AI model could be either explicit beam ID or L1-RSRP of Top-1/K beams in set A. Temporal beam prediction is to predict set A of beams based on the historic measurement results of set B of beams. The output of AI model is predictions for future time instances. 
The two sub use cases basically share the same set of metrics, e.g., average L1-RSRP difference, beam prediction accuracy, RS overhead reduction and model/computational complexity. Thus a common design on requirements could be considered. 
Existing requirements/tests on L1-RSRP measurement accuracy could be reused for L1-RSRP prediction accuracy. In addition, new requirements on, e.g., model and computational complexity, needs to be further discussed.
Observation 3: Existing requirements/tests on L1-RSRP measurement accuracy could be reused for L1-RSRP prediction accuracy.
2.4 Direct AI/ML positioning
[bookmark: _GoBack]Direct AI/ML positioning means AI/ML model on UE side would output estimated UE’s position directly. This is definitely new to RAN4, since none requirements/tests have ever been specified to directly verify the position accuracy. RAN4 needs to study the possibility and necessity of defining such requirements/tests. On the other hand, some existing requirements that may be impacted by positioning accuracy could be identified and reused to verify the positioning accuracy implicitly.
2.5 AI/ML assisted positioning
Similar to CSI prediction, AI/ML assisted positioning could be considered as an inner-processing for timing-related reporting. Thus, existing requirements/tests on measurement accuracy, e.g., RSTD, Rx-Tx time difference, could be reused. Moreover, some additional metrics identified in RAN1 for evaluation, e.g., LOS/NLOS indicator, could also be considered for discussion.
Observation 4: Existing requirements/tests on measurement accuracy, e.g., RSTD, Rx-Tx time difference, could be reused for AI/ML assisted positioning.
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Conclusion
In the previous section, we made the following observations: 
Observation 1: The challenging part of defining requirements/tests for CSI compression lies on the performance dependency on UE and NW, since the models are jointly inferred and may even trained on both sides.
Observation 2: The framework of requirements/tests for legacy PMI reporting can be reused for CSI prediction.
Observation 3: Existing requirements/tests on L1-RSRP measurement accuracy could be reused for L1-RSRP prediction accuracy.
Observation 4: Existing requirements/tests on measurement accuracy, e.g., RSTD, Rx-Tx time difference, could be reused for AI/ML assisted positioning.

In general, existing requirements/tests could be generally reused for the cases with one-sided model, except direct AI/ML positioning in which new requirements/tests may need to be additionally specified. For the case with two-sided model (i.e., CSI compression), a new manner to specify requirements/tests needs to be discussed considering the performance dependency on both sides. Based on these, we propose that:
Proposal 1: All 6 sub use cases could be considered in RAN4 study. 
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