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[bookmark: _Toc116995841]Introduction
In RAN4#105 the following agreement were made regarding the test scope and collected in the WF [3]:
	RAN4 use the same as the scope of the ATP SI captured in 5.10.3 in TR37.901-5 and FR2-2 is with less priority.
· Test 1: FR1 FDD, SCS/CBW=15kHz/10MHz, 2Tx, 2Rx/4Rx
· Test 2: FR1 TDD, SCS/CBW=30kHz/40MHz, 2Tx, 2Rx/4Rx, TDD UL/DL configuration: 7D1S2U
· Test 3: FR2-1 TDD, SCS/CBW=120kHz/100MHz, 2Tx, 2Rx, TDD UL/DL configuration: DDSU





In RAN4#105 the test parameters and simulation assumptions were discussed, and the following was collected in the WF [3]:
	RAN4 use the same assumption in the following aspects as in the Rel-17 SI on feasibility of introducing requirements for physical layer TP requirements with link adaptation for application layer throughput captured in clause 5.10.3 in TR37.901-5
· Maximum rank and CSI-RS port number i.e., maximum rank 2 with 2 CSI-RS ports
Note) It’s not precluded to further discuss the possibility of extension the study with rank 4 and number of CSI-RS ports to 4 or 8 in future release. 
· “Disabling OLLA” for physical layer TP requirements as a baseline
. Interested companies can bring further analysis on the OLLA impact 
· Reuse channel models in SI phase
. FR1: Table 5.10.3-1 in TR 37.901-5, i.e., TDLA30-5
. FR2: Table 5.10.3-1 in TR 37.901-5, i.e., TDLA30-35
Note) For FR1, other options such as high-doppler not precluded pending on further evaluation 
· Maximum number of HARQ transmission: 
. ‘Set the maximum number of HARQ transmission to 1’ is a baseline assumption
Note) Further analysis the TP difference between physical layer and upper layer with re-Transmission disabled are not precluded.  
· Reuse the same test parameters as defined in Table 5.10.3-1 in TR 37.901-5 including (not precluding parameters in 1.2 above)
· MMSE-IRC receiver type
· CQI Table and Codebook related configurations
· Configure CQI table 2 for FR1 and CQI table 1 for FR2
· Configure Type I Single-Panel Codebook
· Not configure CodebookSubsetRestriction
· CSI delay
· 6 ms for FR1 FDD, 5.5 ms for FR1 TDD, 1.375 ms for FR2-1 TDD





In this paper we will continue the discussion into the configurations used for above test setup. Our focus will be to provide the most optimal requirements definition with relation to real-life implementations for operators to have the best possibilities to use the defined requirements for network planning with relation to expected maximum application layer throughput.
[bookmark: _Toc116995842]Discussion

OLLA for physical layer TP requirements
In RAN4#105 it was proposed by some companies to include Outer Loop Link Adaptation (OLLA) for the physical layer throughput requirements. The agreement in the meeting was to use existing configuration without OLLA as baseline however it was not precluded to continue the discussion of introduction of OLLA.
Including OLLA will secure the operators a more reliable expectation of the UE capabilities. Since OLLA is enabled in most networks, operators will be able to use the defined minimum requirements as guideline for expected minimum through put on application level.

Simple OLLA Model from Academia
To introduce OLLA it would be preferred that RAN4 agrees on a simple implementation model that at the same time fulfill the objective of the test.
Figure 1 shows an architecture overview of a simple OLLA which relies only on HARQ ACK/NACK information to evaluate the quality of the used MCS. Variations of this OLLA architecture can be found in many academic papers, for example [8] [10] [11].

[image: ]
[bookmark: _Ref127521812]Figure 1 Possible OLLA architecture
As can be seen, the calculation in OLLA is done based on the SINR measured by the UE and later converted to MCS. 
The OLLA algorithm aims at controlling the average BLER by imposing an offset margin that is subtracted from the estimated SINR measurements before converting to a corresponding MCS. 
From public papers, e.g., [11][7], it can be found that the following procedure can be used for a simple OLLA implementation, which will converge to a BLER target by compensating for systematic (i.e., bias) errors in the estimated downlink .
The adjusted SINR based on the OLLA implementation would be calculated as follows:

where
 is a conversion of ith CQI report from the UE. is the corrected SINR value.
 is the offset to be applied to . Hence  is equivalent to an OLLA estimated CQI offset.

Assuming  converges to a systematic measurement error, in effect  will be an unbiased estimator of .

 is updated iteratively based on HARQ feedback:


Typical values for  and  are 0.9dB and 0.1dB, respectively [10], to ensure quick recovery from high BLER situations and smooth convergence to equilibrium. These values yield a target BLER of 10%:

Or equivalently


In addition to the above the following should also be considered:
The initial value , which will impact the initial time for convergence. As it is assumed the UE will report a CQI close to the most optimal, one starting point could be:


To make sure the OLLA algorithm does not create too high adjustment values, limits for  should be introduced:


Applying adjustment steps to CQI instead of SINR
From the CQI tables in [5], we can plot the following using the relationship between CQI and spectral efficiency (SE), or rather (Shannon capacity approximated) SINR.

Note: The number of layers is not part of this consideration and needs to be included in TPUT calculations via SINR for each layer.
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Figure 2 SINR from SE of 3GPP tables via Shannon capacity assumption vs. CQI
As seen from the figure, there is no general linear relationship between the SINR and the CQI in the tables chosen by 3GPP/RAN1, albeit that there are large linear ranges and smaller piece-wise linear ranges.

This matters for two aspects of the step size calculations from before:
· Step size in [dB]: [7] gave a Markov chain-based convergence proof to the target BLER, with steps in [dB], which holds as the step is applied (additively) to SINR quantities, which are also given in dB.

· Application of steps to CQI: The same convergence proof [7] for the step sized would apply directly to using the steps for CQI, instead of SINR, if there was a linear relationship between CQI and SINR.
However, since the CQI tables are still strictly monotonically increasing, and largely linear, we conjecture that convergence proofs could also be found for applying the step size relationships to ΔCQI directly.

As such we see it feasible to apply the OLLA adjustment model directly on CQI for test procedure simplicity
[bookmark: _Toc127197598][bookmark: _Toc127389211]CQI tables are strictly monotonically increasing and largely linear, hence we conjecture that convergence proofs could also be found for applying the step size relationships to ΔCQI directly.

Proposed simple OLLA model applied on CQI
Using above findings, a simple model using CQI values directly can be defined, which uses the spectral efficiency values of the MCS tables as selection criteria. The following can be considered as addition to the above provided equations by applying the same steps directly to the adjusted CQI values:



Then  can be calculated as follows:



 is updated iteratively based on HARQ feedback:


The adjusted CQI can be written as:



where
 is the integer part of 
 is the fractional part of 

[bookmark: _Hlk126055565]Here , the fractional part of the adjusted CQI is used for linear interpolation between the two equivalent spectral efficiency values (in tables) , corresponding to the two adjacent integer CQI values:




where  is the Spectral Efficiency (SE) lookup from the 3GPP RAN1 tables for the corresponding integer CQI. 
In addition to the RAN1 spectral efficiency definition, we can assume a code rate of 0 for CQI<1 and code rate of 1 to CQI>15 leading to a corresponding efficiency of 0 for CQI<1 and an efficiency of 6, 8 or 10 for CQI>15 with maximum modulation order 64-QAM, 256-QAM or 1024-QAM respectively.

Based on the interpolated Spectral Efficiency values the MCS can then be selected:


Here  is a function that selects the MCS from the given SE to MCS table, which has the closest spectral efficiency to the input argument. Alternatively, it could also be defined to mean to use the next lowest MCS value.
Using above equations will enable calculating the adjusted MCS solely based on the CQI, hence simplifying the RAN4 requirements by not having any dependency to a specific NW implementation of the relationship between CQI and SINR.

Detailed value configuration for the proposed OLLA model
Reasonable numerical values for  and  could be chosen to 0.45 [CQI units] and 0.05 [CQI units], respectively for a target BLER of 10%, but we are open to discuss different settings.

 can also be chosen rather freely, but we recommend it to be different from 0. If a small initial offset, e.g., is subtracted from  as in our definition above, would lead to rather reliable start-up of OLLA in conditions that would otherwise lead to a too optimistic CQI report.
Limits for  could be introduced as  CQI steps so reliability is preferred over higher MCS.
A dedicated Δi per rank is FFS as this could lead to better performance in tests with static SNR by avoiding scenarios that may lead to ping-pong adjustment in SNR points with rank changes. 

[bookmark: _Toc127197599][bookmark: _Toc127389212]We have defined a simple OLLA model based on directly on reported CQI and monitoring of ACK/NACK to find an OLLA corrected CQI. The adjusted CQI value can then be used to select the closest MCS from the RAN1 tables based on linear interpolation between the corresponding Spectral Efficiency values. 
[bookmark: _Toc127197600][bookmark: _Toc127389213]Use OLLA as baseline for providing simulation results for alignment in next meeting in addition to simulation results without OLLA.
Use the following OLLA implementation for alignment:


 and  = 0.45 [CQI units] and 0.05 [CQI units]
 CQI steps



[bookmark: _Ref127392341]HARQ Re-transmission
In the study item, it was discussed to include HARQ re-transmission (reTx), however it was decided to set the maximum number of HARQ transmissions to 1 as baseline assumption [3]. 
	[…] 
· Maximum number of HARQ transmission: 
. ‘Set the maximum number of HARQ transmission to 1’ is a baseline assumption
Note) Further analysis the TP difference between physical layer and upper layer with re-Transmission disabled are not precluded.  
[…]




The following is our analysis of the TP difference between physical layer and upper layer if reTx is disabled.

In the current agreed baseline from RAN4#106, HARQ reTx is not enabled, which is the same as what was used in the Rel-17 Study Item [2].
In practical deployments, not having HARQ reTx enabled will degrade the L1 reliability of the downlink transmission and will effectively move the responsibility for re-transmission from the lower layers to higher layers. As the normal NW configuration will have HARQ re-transmission enabled, we expect that UEs have been implemented with this assumption, since the higher layers capability of handling re-transmission might not be optimized for not having HARQ reTx enabled at all.
[bookmark: _Toc127197601][bookmark: _Toc127389214]The NW configuration will likely have HARQ reTx enabled so it can be expected that UEs are implemented with this assumption, i.e., higher layers capability of handling re-transmission (RLC-ACK) might not be optimized in those UEs to run without HARQ reTx.

The incremental redundancy gains from enabling reTx in lower layers do affect the TPUT performance of higher and lower layers about equivalently. However, we will show in the following, that the residual error on lower levels creates a TPUT difference between lower and higher levels, in the case where the packet sizes are different.
Additionally, activating re-transmission in the application layers only (with lower layer/PHY not doing reTx), will give the redundancy gains only on application layer levels, which also causes lower- and application layer TPUT mismatch.
We also note that, if the lower layer residual error is close to zero, these application layer redundancy gains will be zero and there is no mismatch.

Definition of Application layer and Lower layer
Figure 3 shows the relationship between the different layers from application layer down to MAC/TB. 
In the figure it is also shown how a PDCP packet can be split into multiple TBs including how one TB can share parts from two PDCP packets. Note that the figure shows the situation where the TB is smaller than the PDCP packet as this is the setup used throughout this section.
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[bookmark: _Ref127521837]Figure 3 The different layers
On application layer, the earlier study defined the size of the TCP packets as [2]:
	Table 5.4.4‑2: Overhead between TCP/UDP layer and MAC layer for IPv6
	Protocol Layer
	MAC PDU Size (Octet)
	Upper Layer PDU size [TCP/UDP] (Octet)
	%Overhead = [1-(MAC PDU Size/Upper Layer PDU size)]x100 %

	TCP
	1516
	1436
	5.5

	UDP
	1516
	1452
	4.1



Table 5.4.4‑3: Overhead between TCP/UDP layer and MAC layer for IPv4
	Protocol Layer
	MAC PDU Size (Octet)
	Upper Layer PDU size [TCP/UDP] (Octet)
	%Overhead = [1-(MAC PDU Size/Upper Layer PDU size)]x100 %

	TCP
	1516
	1452
	4.4

	UDP
	1516
	1468
	3.1






Based on this, we assume that for the application layer TPUT measurements the size of the TCP packets is expected to be the same size (i.e. 1516 octets), however the size of the TB in a selected numerology will change based on MCS/TDRA/FDRA/etc.
· [bookmark: _Toc127197602][bookmark: _Toc127389215]The Rel.17 SI[2] has indicated a TCP/UPD packet size of 1516 octets, hence we assume this is a fixed size for an Application Layer throughput test.
· [bookmark: _Toc127197603][bookmark: _Toc127389216]A TB can contain data from two TCP packets.
· [bookmark: _Toc127197604][bookmark: _Toc127389217]The size of a TB depends on actual MCS/TDRA/FDRA.

Residual error
We define the residual error as the deviation between the measured throughput on lower layer/PHY and higher layer/PDCP (application layer). The target for having requirements on lower layer/PHY is to have an indication of the expected throughput on higher layer/PDCP when testing on application level. 
For example, the average throughput measured on lower layer with a target BLER of 10% should be the same when testing on higher layer. If this is not the case, the residual error will be different from 0. To secure this, the errors seen on lower level may not result in worse performance when “propagated” to higher layer.
Enabling HARQ reTx effectively means the BLER after reTx can be assumed to be 0 and that all packets will reach the higher layer securing no retransmission is needed from higher layer.
· [bookmark: _Toc127197605][bookmark: _Toc127389218]No loss of data with a target BLER of 10% will be propagated to the higher layers, when HARQ reTx is enabled with a high enough number of reTx defined.
· [bookmark: _Toc127197606][bookmark: _Toc127389219]If there is no loss of TBs due to HARQ reTx, the residual error will be 0.

Impact on higher layer TPUT if HARQ ReTx is not considered

The study [2] discarded the usage of HARQ reTx, as the available CQI requirements were used as baseline. However, the CQI requirements do not change under usage of reTX, which is not the same for higher and application layer TPUT testing.
From our findings the study item contributions do not provide a more detailed reasoning.

Packet size mismatch
Assuming HARQ reTx is disabled and only reTx requests occur on PDCP level (i.e. no RLC-ACK), we see the following situations in case of a lost transport block (in the configurations where the size of the TB is less than the PDCP packet size):
[image: ]
[bookmark: _Ref127521907]Figure 4: Impact of NACK'ed TB when fully inside a TCP packet vs crossing TCP boundary.
In Figure 3 two scenarios are shown in the situation where the size of the TB is less than the size of the TCP packet:
· Ex.1: In the shown case, where the TB can be fully inside the PDCP packet, it will result in one lost PDCP packet in case of one NACK’ed TB. Seen from L1, the complete loss is one full TB + the bits from the previous and following TBs which below to the PDCP packet (the “error extension” is shown with the marked arrows in the figure)
· Ex.2: The example is like Ex.1, however here the NACK’ed TB is shared between two PDCP packets. In this case, the actual loss on PDCP level is two packets, which will increase the loss substantially compared to Ex.1.
[bookmark: _Toc127197607][bookmark: _Toc127389220][bookmark: _Toc127197608][bookmark: _Toc127389221]We have shown that loss of one TB will have an error extension on PDCP level resulting in a loss on PDCP level greater than the TB loss on lower layer. In addition, we have shown that when one TB is split between two PDCP packets, the loss of that one TB will result in loss of two PDCP packets.

How higher layer packets are not in sync with lower layer TB
Assuming the PDCP packets are fixed in time/size and since there is no size correlation between the sizes of the PDCP and TB packets, the TB position can over time be assumed to be uniformly distributed in any position compared to the start of the PDCP packets.
Figure 4 shows examples of how the position of a NACK’ed TB can be seen over time with relation to the PDCP packets.
[image: ]
[bookmark: _Ref127521940]Figure 5: Different positions of NACK'ed TB compared to PDCP
Due to the difference in packet sized (PDCP vs. TB) and the assumption of equal distribution of the NACK’ed TBs over time, the start of the NACK’ed TBs will have an even distribution across PDCP packets.

Example on impact to TPUT without HARQ reTx
In the following section we will show how not having HARQ reTx will result in a sizable impact on the application layer (PDCP) when a TB is lost due to not having reTx.
With the following assumptions:
· no compression on PDCP level
· RLC ARC disabled
· SCS = 15kHz
· CBW = 10MHz
· Rank = 1
· PRB = 52
· NoF OFDM symbols = 11
· MCS = 3 (fixed for simplicity)
· MCS table: 38.214 Table 5.1.3.1-2
· NoF DM-RS / PRB = 12
· NoF BRB overhead = 0
· TBsize = 5504 bits
· TCPsize = 1516 octets = 12128 bit
· PDCPsize = TCPsize + SDU18bit_PDCP_SN + MAC-I = 1516 oct + 3 oct + 4 oct = 1523 oct = 12184 bit
· Since the SDU of the RLC packet is likely only one octet (6 bit sequence number), we can disregard it from the following calculations. 
· TBsize<< PDCPsize
We can calculate the fraction of time where TB crosses the PDCP packet boundary to be as follows:

The equivalent number of TBs contained on average within a TCP packet, where one TCP packet is impacted:

The equivalent number of TBs contained on average within a TCP packet where two TCP packet is impacted:

Using the fractioncrossing , we calculate the overall average lost TBs for one NACK’ed TB to be:


In above example loosing 1 TB without HARQ ReTx on Link Level will in average mean that 3.20TBs are lost when abstracted to PDCP level (error extension), which will have a high impact on the residual error. 
Examples with even more pronounced losses exist.

With HARQ reTx enabled
If HARQ reTx is introduced, Figure 5 can be drawn with assumption that retransmission is correctly received on the first reTx.
[image: ]
Figure 6: Example with HARQ reTx enabled
In the example above, the loss of “TBn“ will mean that the part of “PDCP packetn+1” which is correctly received will be buffered until TBn is later re-transmitted with ACK.
Assuming all HARQ ReTx succeeds inside the max number of defined HARQ ReTx, the residual error will be 0, once the TBs are ultimately correctly demodulated.
[bookmark: _Toc127197611][bookmark: _Toc127389224]Without introduction of HARQ reTx, there will be a significant residual error passed to the higher layer/PDCP level, resulting in a measurable difference between the measurement RAN4 will define at link level and the actual measured throughput on application level.

With HARQ enabled, the Residual low layer error rate goes to 0. As one higher layer packet can be segmented in many lower layer TBs. A low residual error is required to align higher and lower layer throughput numbers.
[bookmark: _Toc127197612][bookmark: _Toc127389225]if RAN5 uses the configuration from RAN4 without reTx and counts performance using application layer instead of lower layer packets the RAN5 results will diverge strongly from the RAN4 results as reTx disabled in RAN5 would reduce the throughput compared to what is seen in RAN4 while the ones with reTx enabled will stay the same.
[bookmark: _Toc127197613][bookmark: _Toc127389226]RAN4 shall define requirements for ATP for link level with HARQ reTx enabled, to ensure a low residual error between link level and application-level measurements.

Simulation results
In our simulation contribution [5] we have included simulation results for HARQ reTx with RV=0231. The provided simulation results show improved throughput when enabling reTx, which was expected, as the use of Redundancy Version results in more TBs will be correctly received when being able to utilize earlier NACK TBs to improve demodulation (HARQ gain and incremental redundancy gain).
[bookmark: _Toc127389228]Simulation results show increased throughput when HARQ reTx is enabled using RV=0231 configuration.

PHY Layer TPUT requirement specification

In RAN4#105 the physical layer throughput requirements were discussed, and the following was collected in the WF [3]:
	1. Phy Layer TP test metric 
· Average SNR of impairments results to achieve T% of maximum throughput + X dB margin, with Gspan = [2.5] dB and X = [0.5] dB
· The maximum throughput is defined as with TBS corresponding to CQI index 15 with rank 2 for 2Rx/4Rx UE

1. Companies are encouraged to provide (potentially updated) simulation results for next meeting for alignment.
· Alignment shall be done based on all provided results for metrics as did in Rel-17 SI, i.e. including throughput v.s. SNR, BLER, median CQI and median RI with SNR range [0:2:20] for FR1 and [0:2:16] for FR2-1.

1. Test SNR point selection criteria
· Option 1: 2 SNR points for each test 
· Option 1A: Cover both low and higher modulation order/layer 
· Option 1B: 
· For 2Rx: Choose one in rank 1 and one in rank 2.
· For 4Rx: Choose both T points in rank 2 region, one in the medium SNR away from rank transition region, and one close to 20dB (peak SNR).
· Option 1C: 
· For higher SNR test points, reuse the existing RI test cases SNR=20dB for FR1, SNR=16dB for FR2
· For lower SNR points, set SNR=6dB
· Option 2: 1 SNR point for each test 
· Option 2A: Median SNR value that RI changes from Rank 1 to Rank 2 

1. Test metric
· Option 1: 
· For FR1: Test the SNR at 10% and 40% max TP.
· For FR2: Test the SNR at 10% and (35% or 40%) max TP.
· Option 2: 
· For FR1 FDD 2Rx, T% = 40%;
· For FR1 FDD 4Rx, T% = 60%;
· For FR1 TDD 2Rx, T% = 40%;
· For FR1 TDD 4Rx, T% = 60%;
· For FR2 2Rx, T% = 40%;
· Option 3: T% = 40% for all tests 
· Other options are not precluded

1. Section for ATP specification
Option 1. Specify the absolute physical layer throughput requirements with link adaptation under the CSI reporting requirements in TS38.101-4, i.e., clause 6.x for FR1 and clause 8.x for FR2
[bookmark: _Hlk121829832]Option 2. Create new sub-clause 5.6 and new sub-clause 7.6 for ATP requirements 

1.  Applicability and release independency
Option 1: The requirement with link adaptation should be applicable for all NR UEs without any new applicability   rules, and the requirement should be release independent from Rel-15
Option 2: The requirement with link adaptation should be applicable from Rel-18 and not release independent from Rel-15 considering that companies are providing the latest results.





In the following sections we will further discuss the individual areas from above and add additional discussion where needed.

Maximum rank and CSI-RS port number
In RAN4#105 it was mentioned from other company that in practical network deployments a higher number of antennae ports and rank is used, hence it was proposed to extend the study to include maximum rank to be 4 and number of CSI-RS ports to be 4 or 8.
We agree that 4 ports are a practical network deployment, and for FR1 there already exist requirements for 4 Rx ports up to Rank 4, see [4].
Based on above, we see it relevant for RAN4 to consider defining requirements for 4 CSI_RS ports up to rank 4.
[bookmark: _Toc127389229][bookmark: _Toc127389230][bookmark: _Toc127389231]In practical NW deployments 4 CSI-RS ports with rank 4 will be seen. Minimum requirements for FR1 already exists for rank 4 with 4 CSI-RS ports for FR1. 
Application layer performance limited to only rank 2 will not reflect the actual anticipated performance in real deployments. Test with more than Rank 2 is limited to conducted tests so maximum SNR level is not a concern.
[bookmark: _Toc127389232]Include rank 4 with 4 CSI-RS ports for the FR1 cases.

Phy Layer TP test metric
It was agreed in RAN4#105 to do a new alignment based on possible updated simulation results, hence the current agreed values for span and margin should be kept in [] for now.
For the definition of maximum throughput, this will be related to the decision if rank 4 is to be included in the requirement definition. As rank 4 is not decided yet, it we see the current agreement to be valid as baseline, however it should be re-evaluated in case rank 4 is agreed to be included.
[bookmark: _Toc127197616][bookmark: _Toc127389234]New simulation alignments are agreed to be done, hence current values for span and margin should be kept in [].
[bookmark: _Toc127197617][bookmark: _Toc127389235]Use existing agreement as baseline (keep values in []). In case rank 4 is agreed, the baseline shall be updated to include rank 4.

Test SNR point selection criteria and Test metric
We see the issues of SNR point selection criteria and Phy Layer TP test metric as handling the same issues and deciding on one would dictate the decision in the other. The overall open issues are to us:
· Number of tests to define requirements for
· SNR test points (or related throughput in %) for each test
[bookmark: _Toc127389236]Combine the “Test SNR point selection criteria” and “Phy Layer TP test metric” into one discussion item.

Number of tests to define requirements for:
Having test points defined around the rank transition area might cause issue if the alignment of provided simulation results cannot be achieved in the rank transition area but are still aligned on low and high modulation orders. Due to this, the decision to include test around the rank transition area should be taken once all simulation results are available for alignment.
Based on this we see the following:
· 1 set of requirements should be defined in the rank transition area if alignment shows it feasible.
· 1 set of requirements should be defined for each of the agreed rank.
[bookmark: _Toc127389237]It is less likely to achieve alignment of the simulation results in the rank transition area.
[bookmark: _Toc127389238]To achieve full coverage, minimum requirements should at least be defined for each agreed rank if possible. The requirements should be defined in such a way, that the rank is kept throughout the test run (i.e. away from the rank transition areas)
[bookmark: _Toc127389239]Define at least one set of requirements for each with each agreed rank (RAN4#105 WF: “Option 1: 2 SNR points for each test”) where SNR level shall be selected to secure no rank transition during the test.
Further discuss after simulation alignment if requirements can be defined in rank transition area.

Actual SNR values (or related throughput in %) for each test
As alignment is not yet finalized the actual SNR values cannot be decided at this time.
[bookmark: _Toc127389241]Postpone discussion on the SNR test points to after simulation alignment is done.

OLLA Configuration
In RAN4#105 an issue was raised, that including OLLA might enable UEs, which would not pass minimum CQI requirements without OLLA, to now pass requirements with OLLA. I.e., non-compliance may be concealed by the OLLA algorithm implemented in the NW fixing performance issues.
We can follow this reasoning, and would like to add that link adaptation (LA) enabled tests have two main goals:
1. Set performance requirements for the UE’s capability to achieve acceptable TPUT by adapting the ILLA continuous and choosing correct CQI feedback based on measurements.
Having an OLLA with wide adjustment range can reduce the performance impact of ILLA, i.e., make it harder to see.
2. Set performance requirements for the UE’s capability to achieve acceptable TPUT performance in practical deployments, where the MCS sent by the network does not match the expectations/CQI feedback.
There are many ways that the MCS expectation mismatch can be included in a test setup, however the academic OLLA algorithm described in this contribution is by far the closest to practical deployment.
We note that these two goals of LA enabled requirements are reacting inversely well to inclusion of OLLA. Hence to test LA enabled TPUT, requirements with both OLLA enabled, and disabled are needed:
 
UE non-compliance regarding CSI reporting accuracy may be concealed by an OLLA algorithm. UE non-compliance regarding unmet MCS expectation may be concealed by excluding an OLLA algorithm.
[bookmark: _Toc127389242]Define 2 sets of requirements (with and without OLLA) as baseline assumption for ATP.

However, is should be FFS if testing efforts could be minimized by OLLA only testing as we believe monitoring of tight OLLA adjustment limits during testing could include UE CSI reporting accuracy.
Hence, by using tight OLLA adjustment limits we might not need to include TP requirements for both cases (with and without OLLA), as the CQI reporting non-compliance is only marginally reduced and performance requirements can show the compliance to the two LA testing goals simultaneously.
[bookmark: _Toc127389243]Enabling OLLA with tight adjustment limits could include monitoring of UE CSI reporting accuracy 
[bookmark: _Toc127389244]TPUT requirements for OLLA should be extended to also cover UE CSI reporting accuracy by proper selection of OLLA adjusting limits, i.e., small enough limits to not hide CQI non-compliance, but large enough to meaningfully change requested QCI/MCS. 

HARQ reTx Configuration
As shown in section 2.2 enabling HARQ reTx will secure aligned results between Link Level and Application Level results.
Use HARQ reTx for defining requirements for ATP. For simplicity, in case MCS change across redundancy versions of a TB, the TB should be re-Tx using the original MCS as baseline for simulation alignment.

Section for ATP specification
The ATP specification is related to throughput and not CSI-RS reporting; hence it is our view that the requirements should be defined in the sections for Demodulation Performance Requirements. Based on this, we support to create new sub-clause under clause 5.6 and new sub-clause under clause 7.6 for ATP requirements.
[bookmark: _Toc127197626][bookmark: _Toc127389245]We see ATP requirements belonging more to the Demodulation Performance Requirements sections as the requirements are related to throughput and not CSI reporting.
[bookmark: _Toc127197627][bookmark: _Toc127389246]Create new sub-clause under clause 5.6 and new sub-clause under clause 7.6 for ATP requirements.

Applicability and release independency
The decision of applicability and release independency should be done based on comparison between the Study Item simulation results and the possible new/updated simulation results. In case the results does not differ significantly and no additions are agreed in comparison to the configurations used in SI, we see no reason to limit the requirements to Rel-18.
In case larger differences are seen in the simulation results and/or changes are done to the configurations used (i.e., HARQ reTx, OLLA, etc.), it should be evaluated if the new results can also be used in releases earlier than Rel-18.
[bookmark: _Toc127197628][bookmark: _Toc127389247]Simulation results in the Study Item were done with older simulation implementations. At this point, it is not clear if the new simulation alignment will differ significantly from the simulation alignment in the study item.
[bookmark: _Toc127389248][bookmark: _Toc127389249][bookmark: _Toc127197629]Requirements shall be release independent, if the original Study Item simulation results are used for requirements definition, or if the new results do not differ significantly
(I.e., “RAN4#105 WF Option 1: The requirement with link adaptation should be applicable for all NR UEs without any new applicability rules, and the requirement should be release independent from Rel-15”.)
[bookmark: _Toc116995848]Conclusion
In this contribution we give our view and proposals for introduction of OLLA and HARQ reTx for application level throughput requirement definition. In addition, we also provide our view and proposals on the open items from RAN4#105.
In the paper, the following Observations and Proposals were made:
OLLA for physical layer TP requirements
1. [bookmark: _Toc116995849]CQI tables are strictly monotonically increasing and largely linear, hence we conjecture that convergence proofs could also be found for applying the step size relationships to ΔCQI directly.
We have defined a simple OLLA model based on directly on reported CQI and monitoring of ACK/NACK to find an OLLA corrected CQI. The adjusted CQI value can then be used to select the closest MCS from the RAN1 tables based on linear interpolation between the corresponding Spectral Efficiency values. 
1. Use proposed OLLA model as baseline for providing simulation results for alignment in next meeting in addition to simulation results without OLLA.
1. Use the following OLLA implementation for alignment:


 and  = 0.45 [CQI units] and 0.05 [CQI units]
 CQI steps


HARQ Re-transmission
The NW configuration will likely have HARQ reTx enabled so it can be expected that UEs are implemented with this assumption, i.e., higher layers capability of handling re-transmission (RLC-ACK) might not be optimized in those UEs to run without HARQ reTx.
With HARQ enabled, the Residual low layer error rate goes to 0. As one higher layer packet can be segmented in many lower layer TBs. A low residual error is required to align higher and lower layer throughput numbers.
if RAN5 uses the configuration from RAN4 without reTx and counts performance using application layer instead of lower layer packets the RAN5 results will diverge strongly from the RAN4 results as reTx disabled in RAN5 would reduce the throughput compared to what is seen in RAN4 while the ones with reTx enabled will stay the same.
RAN4 shall define requirements for ATP for link level with HARQ reTx enabled, to ensure a low residual error between link level and application-level measurements.
Simulation results show increased throughput when HARQ reTx is enabled using RV=0231 configuration.

PHY Layer TPUT requirement specification
In practical NW deployments 4 CSI-RS ports with rank 4 will be seen. Minimum requirements for FR1 already exists for rank 4 with 4 CSI-RS ports for FR1.
Application layer performance limited to only rank 2 will not reflect the actual anticipated performance in real deployments. Test with more than Rank 2 is limited to conducted tests so maximum SNR level is not a concern.
Include rank 4 with 4 CSI-RS ports for the FR1 cases.

New simulation alignments are agreed to be done, hence current values for span and margin should be kept in [].
Use existing agreement as baseline (keep values in []). In case rank 4 is agreed, the baseline shall be updated to include rank 4.

Combine the “Test SNR point selection criteria” and “Phy Layer TP test metric” into one discussion item.

It is less likely to achieve alignment of the simulation results in the rank transition area.
To achieve full coverage, minimum requirements should at least be defined for each agreed rank if possible. The requirements should be defined in such a way, that the rank is kept throughout the test run (i.e. away from the rank transition areas)
Define at least one set of requirements for each with each agreed rank (RAN4#105 WF: “Option 1: 2 SNR points for each test”) where SNR level shall be selected to secure no rank transition during the test.
Further discuss after simulation alignment if requirements can be defined in rank transition area.
Postpone discussion on the SNR test points to after simulation alignment is done.

UE non-compliance regarding CSI reporting accuracy may be concealed by an OLLA algorithm. UE non-compliance regarding unmet MCS expectation may be concealed by excluding an OLLA algorithm.
Define 2 sets of requirements (with and without OLLA) as baseline assumption for ATP.

Enabling OLLA with tight adjustment limits could include monitoring of UE CSI reporting accuracy 
TPUT requirements for OLLA should be extended to also cover UE CSI reporting accuracy by proper selection of OLLA adjusting limits, i.e., small enough limits to not hide CQI non-compliance, but large enough to meaningfully change requested QCI/MCS. 

Use HARQ reTx for defining requirements for ATP. For simplicity, in case MCS change across redundancy versions of a TB, the TB should be re-Tx using the original MCS as baseline for simulation alignment.

We see ATP requirements belonging more to the Demodulation Performance Requirements sections as the requirements are related to throughput and not CSI reporting.
Create new sub-clause under clause 5.6 and new sub-clause under clause 7.6 for ATP requirements.
Simulation results in the Study Item were done with older simulation implementations. At this point, it is not clear if the new simulation alignment will differ significantly from the simulation alignment in the study item.
Requirements shall be release independent, if the original Study Item simulation results are used for requirements definition, or if the new results do not differ significantly
(I.e., “RAN4#105 WF Option 1: The requirement with link adaptation should be applicable for all NR UEs without any new applicability rules, and the requirement should be release independent from Rel-15”.)
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