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1.	Introduction
During RAN4#105, discussions on missing description of EVM measurement for UL MIMO for FR1 and FR2 in core requirements continued and finally change requests [1] and [2] were agreed for FR1 and FR2 respectively (according to method 1 documented in TR 38.884 ([3]) section 5.2.3.1.1 and initially introduced by [4] and [5]). During those discussions and previous ones, there was another alternative proposed and discussed according to [6] and documented in TR 38.884 ([3]) section 5.2.3.1.2 as method 2). 
Both proposals were compared following simulation assumptions and criteria for comparison described in way forward [7]. The outcome of such comparison was included in TR 38.884 ([3]) section 5.2.3.1.3. 
In this discussion paper, a new alternative method is proposed to overcome some defects found in previous two test methods when considering additional evaluation criteria described in this document.
[bookmark: OLE_LINK53]2. 	Discussion
2.1	Methods overview
In the following, overview of the 2 already discussed EVM UL MIMO methods is provided as well as introduction of new method to be considered:
· Method 1: MIMO part: DMRS based estimation; SISO part: RS + DMRS based equalization per layer.
· Method 2: MIMO part: DMRS based estimation, then followed by per subcarrier RS + data equalizer building within slot and equalization; SISO part: RS + DMRS based equalization per layer
· Method 3: this is newly proposed method, MIMO part: DMRS based estimation, then followed by per CDM group RS + data equalizer building within slot and equalization; SISO part: RS + DMRS based equalization per layer.
2.1.1	Method 1 [4]
The resource for channel response estimation derives from DMRS symbols alone for MIMO process, but during per layer equalization, RS plus data-based equalization is adopted. The block diagram is shown below:


Figure 1: Method 1 EVM calculation block diagram for 2-Layer UL MIMO
[image: ]
2.1.2	Method 2 [6]
There are two step MIMO process: The first step is DMRS based channel estimation.  The second step is LSE channel estimation based on all symbols in one slot and subcarrier by subcarrier to improve the accuracy of channel estimation. 
Figure 2: Method 2 EVM calculation block diagram for 2-Layer UL MIMO



2.1.3	Method 3 (New)
For this method, there are two step MIMO process: The first step is DMRS based channel estimation.  The second step is LSE channel estimation based on all symbols in one slot and at 4 or 6 RE granularity in frequency domain CDM group as shown in Figure 4 to improve the accuracy of channel estimation.

Figure 3: Method 3 EVM calculation block diagram for 2-Layer UL MIMO
[image: ]
Figure 4:  the RS+ data EQ build for MIMO block
[image: ]
2.2	Criteria for evaluation
· [bookmark: OLE_LINK13]The criteria for evaluation in this document are the following ones:
· Calculated EVM accuracy for different SNR cases due to AWGN
· Calculated EVM repeatability for above cases over 10 sub-frames average per standard for PUSCH
· Sensitivity of calculated EVM to DMRS configuration 
· Sensitivity of calculated EVM to frequency domain smoothing
· Sensitivity of calculated EVM to scheduled number of PUSCH symbols
· [bookmark: OLE_LINK2]Handling of non-invertible matrix cases - channel condition value to verify whether it is singular value matrix
· The allowable EVM measurement error
· Implementation challenges
· Channel estimation accuracy analysis is very important for MIMO process, as:
· The main demodulation process is divided into two processes: one is MIMO process, and the other is SISO.  The channel estimation error in MIMO process directly converts to noise which cannot be removed by receiver in SISO process.
· [bookmark: OLE_LINK61] EVM is defined as the error between recovered reference signal from the equalized signal and equalized signal. Bad channel estimation accuracy leads to incorrect hard decision, so it could make the final EVM be smaller than actual value.
· [bookmark: OLE_LINK31] Other measurements as EVM flatness measurement, IBE measurement or DC offset measurement could be also wrongly estimated if channel estimation accuracy is bad.
· Recovered reference signal accuracy
2.3	Simulation Assumptions
Simulation assumptions follow the previous agreement in [3]:
1. Test waveforms constructed with:
a. Flat signal PSD
b. Injected AWGN
2. Signal configuration:
a. 50 contiguous RBs
b. CP-OFDM (QPSK,16QAM, 64 QAM) PUSCH, rank 2
c. UL RMC as defined in appendix of 38.101-2
3. [bookmark: OLE_LINK18]AWGN noise sweep for SNR range of 10 dB to 40 dB over allocated RBs
4. Polarization mismatch for FR2
Additionally, another simulation assumption was considered (as done in [8]):
5. Poor channel condition number
2.4	Analysis 
Lease square estimation is basic algorithm for these three candidate methods, this chapter discusses how to estimate the channel response and its estimated uncertainty firstly, then how to evaluate the robustness of three method based on LSE algorithm. 
2.4.1 General discussion for LSE algorithm 
The received signal can be written as below:
    [1]
Where:
·  is the ith received antenna index.
·  is the jth transmitted antenna/layer index.
· k is the subcarrier index per channel estimation unit, for method 2, it includes 1 subcarrier for RS + Data equalization at the second step, for method 3, it is several subcarriers the value could be 4, 6 or 12. 
· l is the OFDM symbol index in calculation unit.  
· Y the received signal. 
· X is the transmitted layer information.
Formula [1] is general expression for MIMO, so it can be used for DMRS based channel estimation and DMRS plus data-based channel estimation. 
[bookmark: OLE_LINK60]The equalization building could be written as:
[bookmark: OLE_LINK28]And the uncertainty for estimated channel element of the jth row, denoted {\displaystyle \operatorname {var} ({\hat {\beta }}_{j})}, is usually estimated with: 
[bookmark: OLE_LINK29] =     ≈       [2]
 = 
Where
· The true error variance σ2 is replaced by an estimation: the reduced chi-squared statistic, based on the minimized value of the residual sum of squares (objective function), S. 
· The denominator, n − m, is the statistical degrees of freedom; 
· C is the precision matrix (i.e., inverse covariance matrix).
From the analysis, the estimated accuracy depends a lot on 
· The number of RE: the more RE considered, the more accurate the measurement will be 
· Channel condition number: Bad (High) condition number implies bad performance.
The comparison of three methods is summarized below:
			Table 1:  Channel Estimation Comparison of three models
	Method 
	  Description  
	Summary 

	Method 1
	· Only DMRS is used: the number of available RE equals to RE in CDM group (2RE), the number of RE is very small.
· DMRS matrix for channel estimation is orthogonal matrix and condition number is perfect.
	· The method 3 has best performance
· The channel estimation performance of method 1 is not good since too small RE that can be used
· Method 2 much depends on the number of symbols per slot and modulation level. The robustness cannot be guaranteed.

	Method 2
	· All RE-s in same subcarrier in one slot are used: the number of RE is larger than method 1, but smaller than method 3
· The condition number of matrix is unstable, it could be perfect or it could be very bad.  For QPSK, singular matrix always happens and for 64QAM, it could be better.
· This solution cannot be used as final solution 
	

	Method 3
	· All the RE within CMD group domain will be used for this scenario: the total RE of this method is 28 times larger than that of method 1 as shown in figure 4 with 14 symbols per slot configuration.
· The condition number of matrix will be very good since so many RE makes matrix random: Furthermore, it includes one or several CDM groups DMRS, which makes the matrix to be invertible. So the channel estimation have strong robustness and better performance compared to other two methods. 
	



2.4.2 Result robustness analysis – condition number
In mathematical analysis, the condition number of a function measures how much the output value of the function can change for a small change in the input argument. This is used to measure how sensitive a function is to changes or errors in the input, and how much error in the output results from an error in the input. A problem with a low condition number is said to be well-conditioned, while a problem with a high condition number is said to be ill-conditioned. In non-mathematical terms, an ill-conditioned problem is one where, for a small change in the inputs (the independent variables) there is a large change in the answer or dependent variable[12]. 
The condition number is defined as 
[bookmark: OLE_LINK74]    [3]
As discussed in 2.4.1, the receiver system is written as: 
[bookmark: OLE_LINK64]                           
[bookmark: OLE_LINK63]Since X could be rectangle matrix, it can be rewritten as:
[bookmark: OLE_LINK14][bookmark: OLE_LINK70]                                                   [4] 
[bookmark: OLE_LINK73]		                 	           [5]
[bookmark: OLE_LINK38][bookmark: OLE_LINK37]So here hermit matrix () is analysed. From the annex, the condition number of method 2 could be bad, and condition number of method 3 is smaller so method 3 has no matrix invertibility issue. The results below also verify this conclusion.
2.5	Results comparison
[bookmark: OLE_LINK39]2.5.1 Channel estimation comparison   
[bookmark: OLE_LINK3]2.5.1.1 Simulation results 
[bookmark: OLE_LINK62]Channel estimation accuracy in MIMO block is fatal to the final performance, Figure 5 shows the MSE of channel estimation of three methods with different symbols length without frequency smoothing in MIMO block. Method 3 has much better performance compared to other two methods since more resource are used to estimate channel.
[bookmark: OLE_LINK48][bookmark: OLE_LINK54][bookmark: OLE_LINK15]Observation 1: Method 3 has much better performance than other two methods.   
Figure 5: MSE of channel estimation
 [image: ]

[bookmark: OLE_LINK9]2.5.1.2 Channel estimation impact on other RF results 
As shown the spectrum flatness definition for two layers MIMO:
[image: ]
[bookmark: OLE_LINK1][bookmark: OLE_LINK7]Where gv,0   and gv,1   are the ZF equalizer coefficients which are calculated as the inverse of the effective channel matrix, EC(f) are used to equalize layer data symbols
It is observed that the channel response from MIMO and SISO is important for results. From demodulation flow, EC(f) calculated in SISO could be almost flat in frequency domain since the data had been equalized in MIMO block. The channel estimation accuracy is fatal to final spectrum flatness measurement. IQ offset is also impacted by channel estimation accuracy: The bad channel estimation accuracy causes EVM results underestimation as shown in Figure 6-A and Figure 6-B below: Figure 6-A shows first the constellation diagram of a demodulated signal assuming certain AWGN and then the same demodulated signal assuming certain AWGN but also including an artificial impairment of  ±3dB spectrum flatness (the moving average window size is 7 for three methods, SNR is 40dB). 
The constellation diagram with 3dB spectrum flatness impairment turns much worse than the results without spectrum flatness impairment for all three methods. However, when spectral flatness is analysed, if the artificial impairment of ±3dB spectrum flatness is added, the maximum ripple expected is 6 dB peak to peak. However, method 1 seems to be underestimating such ripple (only 4.7 dB are measured). This effect is due to frequency smoothing included in the test procedure. This huge measurement deviation seems unacceptable.  
[bookmark: OLE_LINK24]Figure 6-A: Spectrum flatness impairment impact on the constellation diagram
[image: ]







Figure 6-B: Spectrum flatness measurement results for a signal with ±3 dB artificial spectrum flatness impairment
[image: ]
Table 2 – Comparison of EVM and EVM spectrum flatness measurement results
	Results for a signal including +/- 3dB spectrum flatness impairment added
	EVM [dB]
	Ripple [dB] (spectrum flatness measurement)

	Method 1 (w/wo frequency smoothing)
	-25.6 / -27.5
	[bookmark: OLE_LINK72]4.7 / 6

	Method 2 (w/wo frequency smoothing)
	-36.1/ -36.9
	5.8 / 6 

	Method 3 (w/wo frequency smoothing)
	-35.3/ -35.8
	4.7 / 6



The frequency smoothing in method 1 and 3 is causing a bad estimation of channel response in MIMO procedure because multiple subcarriers in frequency domain are used and real channel response per subcarrier changes a lot. However, for method 2, channel estimation accuracy is better since only seven subcarriers are jointly used to estimate channel compared to 28 REs for methods 1 and 3. 
The ripple of EVM spectrum flatness with frequency smoothing of method 2 is 5.8dB, which is much better than the ones for methods 1 or 3. The reason for this is the resources used to do channel estimation in each method:
· [bookmark: OLE_LINK83]Method 1: 14 DMRS subcarrier in frequency domain and 1 symbol in time domain
· Method 2: seven subcarriers in frequency domain and 3 symbols in time domain
· Method 3: 28 subcarriers in frequency domain and 14 symbols in time domain

The ripple of EVM spectrum flatness equals to 6 without frequency smoothing in all 3 methods, i.e. almost no deviation.

EVM for method 3 is much better than for method 1, as shown in Table 2, since method 3 is using more resources to do channel estimation. Method 2 has the best EVM estimation as it has enough REs to do the channel estimation while avoiding too many frequency subcarriers averaging considering that real channel response per subcarrier changes a lot.

As a conclusion, the frequency smoothing can improve the accuracy of channel response, but this smoothing will artificially make the equalizer flatter misrepresenting the actual channel response, so a bad terminal could easily pass the measurement requirement. For LTE and NR SISO UL RF measurement, the frequency smoothing was not introduced. 
[bookmark: OLE_LINK57]Observation 2: Frequency channel response smoothing impacts the spectrum flatness performance.
Proposal 1: Frequency smoothing in channel response estimation shall be removed.
[bookmark: OLE_LINK40]2.5.2 EVM results comparison
EVM is defined as the error between detected signal and recovered reference signal derived from the detected signal, so the detected signal accuracy is also important for EVM calculation. This section introduces the comparison of eye diagram of detected signal and the error between recovered reference signal and ideal reference signal, then EVM performances for three methods are compared.
For this comparison, following assumption are used:
· 64QAM
· SNR 26dB (this SNR value allow to show a significative case where a wrong channel estimation and wrong recovered signal impacts the measurement results)
· 14 symbols per slot case
From the Figure 7, the eye diagrams of constellation point of method 3 and method 2 are much better than that of method 1. The recovered reference signal derives from the detected signal as shown in Figure 8, only several reference signals are incorrectly recovered for method 3, but for method 1 and method 2, there are many incorrect recovered signals.
[bookmark: OLE_LINK49]Observation 3: From Figure 7 and Figure 8, the recovered signal accuracy is greatly improved using method 3.
Those incorrect recovered signals introduce underestimated EVM since those recovered signals are far away from being ideal so a symbol could be incorrectly detected as other constellation point, then the final EVM would be fake small, but this result cannot be trusted. Such case should be avoided since lot of troubles could be missed in the UE design. As shown in figure 8, the number of incorrect recovered signal of method 3 is quite smaller than other two methods.
[bookmark: OLE_LINK17]As shown in Figure 9-A and Figure 9-B, it is observed that:
[bookmark: OLE_LINK19][bookmark: OLE_LINK20][bookmark: OLE_LINK22][bookmark: OLE_LINK21]For QPSK, the EVM estimation deviation is almost fixed for all three methods when SNR is above 16 since the restored reference data signal are all correctly, so the deviation much depend on the channel estimation accuracy. For method 3, the deviation is almost fixed for all smoothing length and the deviation is smallest compared to other two methods. For method 1, the deviation for different smoothing lengths changes a lot, for no smoothing case, the deviation is above 1dB. The similar results of method 1 are also for method 2, but it the deviation values are relative lower.
For 64QAM, when SNR is below about 22 dB, there are lot of incorrect restored reference signal all three methods, this makes final EVM result are down estimation, it is normal phenomenon. But for method 3, the deviation almost keeps fixed when SNR is above 22dB, and the deviation is smallest compared to other two methods. But for method 1 and method 2, for average length 1, deviation value changes a lot in simulated SNR, and deviation has small change when SNR is above 22dB for other average length.
[bookmark: OLE_LINK51]Observation 4: EVM error introduced by incorrect recovered reference signal is smaller and more robust for method 3
[bookmark: OLE_LINK44]
Figure 7: Constellation diagram of detected signal 
[image: ]
   

[bookmark: OLE_LINK45] Figure 8: Comparison between recovered signal and ideal reference signal
 [image: ]
[bookmark: OLE_LINK46]
[bookmark: OLE_LINK16]Figure 9-A: EVM Error Vs SNR for QPSK  				
[image: ]









Figure 9-B: EVM Error Vs SNR for 64QAM
[image: ]
[bookmark: OLE_LINK43]2.5.3 Condition number 
In this section, condition number of channel matrix will be compared under following simulation assumptions: 
· [bookmark: OLE_LINK50]64QAM, SNR 26dB and 2 symbols per slot case, and its results are shown in Figure 10.
· QPSK, SNR 26dB and 2 symbols per slot case and its results are shown in Figure 11.
From Figure 10-b, the condition number is ‘1’ for method 1, and method 3 also has good performance, it ranges from 1 to 2, and condition number for method 2 changes a lot. It is observed that the constellation diagram is random and the constellation diagram for methods 1 and method 3 are pretty good, similar phenomenon is also form QPSK as shown in Figure 11-a and Figure 11-b.  we also can find that the invertibility turn better for high modulation. 
[bookmark: OLE_LINK55][bookmark: OLE_LINK52]Observation 5: Condition number for method 3 and method 1 is quite stable, but for method 2, the condition number change a little with different parameter setting.
[bookmark: OLE_LINK47][bookmark: OLE_LINK23][bookmark: OLE_LINK33]Figure 10-a: Constellation point with two symbols allocation and 64QAM
[image: ]
[bookmark: OLE_LINK32]


Figure 10-b: Condition number with two symbols allocation and 64QAM
[image: ]
[bookmark: OLE_LINK41]
Figure 11-a: Constellation point with two symbols allocation and QPSK
[image: ]

Figure 11-b: Condition number with two symbols allocation and QPSK
[image: ]
[bookmark: OLE_LINK36][bookmark: OLE_LINK8]2.5.4 Trustiness for three methods
[bookmark: OLE_LINK11]2.5.4.1 EVM results and channel response results comparison
Method 3 has no invertibility issue and more RE-s are used to estimate channel, so the estimation accuracy could be guaranteed, and restored reference data symbols are very accurate compared to other two methods. 
EVM errors with different modulation level and different symbol per slot for method 3 are shown in Figure 12 with frequency smoothing 1 and 7, the EVM almost does not changes when SNR is set to from 24dB to 40dB.
[bookmark: OLE_LINK10][bookmark: OLE_LINK56]Observation 6: EVM error isn’t sensitivity to frequency smoothing length and allocated symbols for using method 3.
Figure 12: EVM robustness with different parameters
   [image: ]   [image: ]
3. 	Conclusion
This document reviews the discussions and agreements on EVM UL MIMO measurement processes for either FR1 and FR2, proposes a new alternative to the ones already discussed and compares the performance of all alternatives based on some deeper evaluation criteria not considered previously.
The following observations are made:
Observation 1: Method 3 has much better performance than other two methods.   
Observation 2: Frequency channel response smoothing impacts the spectrum flatness performance.
Observation 3: From Figure 7 and Figure 8, the recovered signal accuracy is greatly improved using method 3.
Observation 4: EVM error introduced by incorrect recovered reference signal is smaller and more robust for method 3.
Observation 5: Condition number for method 3 and method 1 is quite stable, but for method 2, the condition number change a little with different parameter setting.
Observation 6: EVM error isn’t sensitivity to frequency smoothing length and allocated symbols for using method 3.
Proposal 1: Frequency smoothing in channel response shall be removed.
From all observations, method 3 outperforms other two methods from the channel estimation accuracy, recovered reference signal and detected signal, and EVM robustness with difference parameter setting.
Furthermore, for those cases with small number of symbols within one slot, method 3 can provide robustness performance since more resource could improve the channel estimation accuracy and avoid very small EVM far from expected EVM value. 
Most important is that the accurate channel estimate in MIMO block for method 3 can improve the other parameter estimation accuracy like, IQ offset, flatness and make the results trustworthy.
Proposal 2: Adopt method 3 in this document, i.e. reuse current frame and adjust MIMO EQ build from RS only to RS + Data for UL MIMO.
[9], [10] show associated CRs to 38.101-1 and 38.101-2 respectively if proposals 1 and 2 are agreed.
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ANNEX： Invertibility of channel matrix 
For DMRS based LSE channel estimation, the Cond(X) = 1 since the sequency of per layer DMRS is orthogonal. DMRS plus Data based LSE is main topic below.
[bookmark: OLE_LINK75][bookmark: OLE_LINK76][bookmark: OLE_LINK81][bookmark: OLE_LINK86][bookmark: OLE_LINK107]For Cond(),  here it is supposed A = ,  X is transmitted data that involved in LSE based channel estimation. Dimension(X) =  , where = 2 and  depend on the system configuration parameter and receiver method:
Here   and  is row vector and the length equals to the number of RE per layer,

[bookmark: OLE_LINK88]A = 	              	[A-1]
     
[bookmark: OLE_LINK77][bookmark: OLE_LINK131]  Here the condition number of A is calculated with:                                        	[A-2]

Here 

Here  is the matrix norm induced by the (vector) Euclidean norm. 
Condition number is the maximum value of the product of the two operator norms, so A-2 can be rewritten as follows:
[bookmark: OLE_LINK120][bookmark: OLE_LINK138][bookmark: OLE_LINK132]                                 [A-3]

Here  and  are real. 

A-4]                                                        
        [A-5]  

[bookmark: OLE_LINK160]where   is the number of DRMS RE per channel estimation,   is the number of Data RE per channel estimation. 
· Method 3 second step (DMRS + data based equalization)
For per CDM based RS + data equalization, the DMRS partial is shown below: 
[bookmark: OLE_LINK137]                                                                                   [A-6]
[bookmark: OLE_LINK139]                                                                                   [A-7]
[bookmark: OLE_LINK176]The worst case for  is that numerator is as large as possible and denominator is as small as possible.
The worst case is all these RE-s are allocated on the outmost constellation points and the data per layer is same. Hence, from [A-3] to [A-7]:
[bookmark: OLE_LINK152][bookmark: OLE_LINK155]   
[bookmark: OLE_LINK157]                                             [A-8]
[bookmark: OLE_LINK153]So it is known that 
[A-9]
where  is power scaling of the outmost constellation points.
With following simulation assumptions, the results are shown as below:
· DMRS type equals to 1 and DMRS duration is 1, so the frequency interval per CDM used to channel estimation is 4. 
· Allocation symbols could be 2, 7 or 14
· Candidate DMRS symbol could be 1 or 3 
· Modulation could be QPSK, 16QAM or 64QAM
[bookmark: OLE_LINK161]The following table shows the condition number and its appearing probability. The X matrix has no invertibility issue even when condition number is very small as there is very limited channel estimation accuracy degradation since many REs can be used to improve the channel estimation accuracy. It is also verified as shown the results in previous chapters.
Table -1: Condition number for method 3
	[bookmark: _Hlk126663577][bookmark: _Hlk126672958]Modulation
	[bookmark: OLE_LINK123][bookmark: OLE_LINK172]Number of Allocated
Symbols
	[bookmark: OLE_LINK126]Number of DMRS
RE per layer
	[bookmark: OLE_LINK127]Cond(X)
	[bookmark: OLE_LINK163]Appearing Probability

	[bookmark: OLE_LINK124][bookmark: _Hlk126672951][bookmark: _Hlk126664097]QPSK
	2
	2
	2.6
	1.5e-2

	
	7
	2
	5.2
	1.5e-8

	
	14
	2
	7.4
	[bookmark: OLE_LINK174]~0

	
	14
	6
	4.2
	1e-13

	16QAM
	2
	2
	3.4
	2.4e-4

	
	7
	2
	6.9
	~0

	
	14
	2
	9.9
	~0

	
	14
	6
	5.6
	[bookmark: OLE_LINK175]~0

	64QAM
	2
	2
	3.9
	5.9e-8

	
	7
	2
	7.9
	~0

	
	14
	2
	11.3
	~0

	
	14
	6
	6.3
	~0


 
· Method 2 second step (DMRS + data based equalization)
From [A-3], no orthogonality could be guaranteed for DMRS partial and same for data partial. The worst case for  is that denominator could be 0 so the condition number is very high which causes unstable results.

· Method 1, method 2 first loop and method 3 first step (DMRS based equalization)
  The channel estimation is based on per CDM group so [A-9] can be rewritten as [A-10]
[A-10]
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EVM equalizer spectral flatness is derived from equalizer coefficients for each layer as follows:

cv = 1EC, O Jlavol” + |gval’
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