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Introduction
RRM requirements for concurrent MGs are discussed in RAN4#103-e, and the outcomes are captured in WF [1]. Based on [1] the following issues need to be further discussed.
· X value in proximity condition for FR2-2
· Classic MG and concurrent MG
· Overhead cap
In this paper we will provide our views on open issues for concurrent MGs.
 Discussion
X value in proximity condition for FR2-2
	Issue 2-2-1: X value in proximity condition for overlapping in FR2
< Agreement>: X = 4ms for FR2-1, FFS for FR2-2


We support to define X=4ms also for FR2-2. In our view, we do not have separate per-FR gap for FR2-1 and FR2-2, so it can lead to more spec efforts if we define different X values for FR1-1 and FR2-2, e.g. what value applies if the serving cell is in FR2-1 and MO in FR2-2. Also, the technical reason to have smaller X value for FR2-2 is unclear.
Proposal 1: Define X = 4ms for FR2-2.
Classic MG and concurrent MG
	Issue 2-2-3: Classic MG and concurrent MG
< Agreement>: 
· No differentiation between classic and concurrent MG in the requirements. 
· RAN4 requirements do not apply when a gap without assigned priority is configured simultaneously with any other gap(s) hat affect serving carriers in the same FR.
· RAN4 can revisit the agreement after RAN2 signalling design is concluded


In latest RAN2 signaling, a MG can be configured with either GapConfig or GapConfig-r17, but all the new attributes related to MG enhancement WI can configured only via GapConfig-r17, including gapPriority. It is noted that for concurrent MGs, it could happen that one gap is configured via GapConfig and the other via GapConfig-r17.
GapConfig ::=                       SEQUENCE {
    gapOffset                           INTEGER (0..159),
    mgl                                 ENUMERATED {ms1dot5, ms3, ms3dot5, ms4, ms5dot5, ms6},
    mgrp                                ENUMERATED {ms20, ms40, ms80, ms160},
    mgta                                ENUMERATED {ms0, ms0dot25, ms0dot5},
    ...,
    [[
    refServCellIndicator                ENUMERATED {pCell, pSCell, mcg-FR2}                                 OPTIONAL   -- Cond NEDCorNRDC
    ]],
    [[
    refFR2ServCellAsyncCA-r16           ServCellIndex                                                       OPTIONAL,   -- Cond AsyncCA
    mgl-r16                             ENUMERATED {ms10, ms20}                                             OPTIONAL    -- Cond PRS
    ]]
}

GapConfig-r17 ::=                   SEQUENCE {
    measGapId-r17                       MeasGapId-r17,
    gapType-r17                         ENUMERATED {perUE, perFR1, perFR2},
    gapOffset-r17                       INTEGER (0..159),
    mgl-r17                             ENUMERATED {ms1, ms1dot5, ms2, ms3, ms3dot5, ms4, ms5, ms5dot5, ms6, ms10, ms20},
    mgrp-r17                            ENUMERATED {ms20, ms40, ms80, ms160},
    mgta-r17                            ENUMERATED {ms0, ms0dot25, ms0dot5, ms0dot75},
    refServCellIndicator-r17            ENUMERATED {pCell, pSCell, mcg-FR2}                                 OPTIONAL,   -- Cond NEDCorNRDC
    refFR2-ServCellAsyncCA-r17          ServCellIndex                                                       OPTIONAL,   -- Cond AsyncCA
    preConfigInd-r17                    ENUMERATED {true}                                                   OPTIONAL,   -- Need R
    ncsgInd-r17                         ENUMERATED {true}                                                   OPTIONAL,   -- Need R
    gapAssociationPRS-r17               ENUMERATED {true}                                                   OPTIONAL,   -- Need R
    gapSharing-r17                      MeasGapSharingScheme                                                OPTIONAL,   -- Need R
    gapPriority-r17                     GapPriority-r17                                                     OPTIONAL,   -- Need R
    ...
}
On the other hand, RAN4 has agreed that RAN4 requirements do not apply when a gap without assigned priority is configured simultaneously with any other gap(s) that affect serving carriers in the same FR. This effectively excludes (from RAN4 requirement perspective) the scenario for concurrent MGs with one gap configured via GapConfig and the other via GapConfig-r17, and this is not aligned with what is allowed by RAN2 signaling. 
The reason behind the RAN4 agreement is that collision handling is based on configured priority. However, two MGs affecting serving carriers in the same FR does not necessarily mean the two MGs are colliding. When two MGs are not colliding, we do not see clear need to require both of them to have a configured priority, so we suggest to update the requirement applicability as follows.
Proposal 2: Update the requirement applicability as follows.
· RAN4 requirements do not apply when a gap without assigned priority is configured simultaneously with any other gap(s) that affect serving carriers in the same FR, if the gaps are colliding with each other.
Overhead cap
	Issue 2-3-1: Whether to define the overhead cap
< Agreement in May 9th GTW session>: Down-select to Option 3 and Option 5. For option 5, the detailed solution needs further discussion.
<Way forward >: Open issue needs further discussion
· Option 3: Up to UE capability
· Option 5: Handling this issue by extending the dropping rule, instead of defining an overhead cap.


Whether a UE capability is needed depends on the exact overhead cap. If an overhead cap is acceptable to all the companies, including both chipset and infra vendors, then clearly no UE capability is needed. 
	Issue 2-3-2a: Definition of overhead cap (assuming Option 3 agreed in Issue 2-3-1)
< Agreement>: Open issue needs further discussion
· Option 1: The max overhead that UE can support in Rel-15/16
· Option 2: The max overhead is 30%
· Option 3: When concurrent MGs are configured, the MGRP for each MG cannot be smaller than 40ms 


Based on the discussion in last meeting, one possible definition of overhead cap is 
· Option 3a: at most one gap in each FR (including per-UE gaps) can have MGRP < 40 ms 
This means when two MGs are affecting the same FR, they cannot be both configured with 20ms MGRP. In our view, this is a reasonable compromise between UE complexity and NW flexibility.
	Issue 2-3-2b: Definition of additional dropping rule (assuming Option 5 agreed in Issue 2-3-1)
<Way forward >: Open issue needs further discussion
· Option 1: RAN4 to extend the overlapping rule when two MGs configuring with MGRP=20ms.
· The lower priority gap can be cancelled regardless of proximity rule
· Data scheduling is resumed on the dropped gap occasions
· Option 2: 
· Option 3:


On option 5, we understand that the technical effect is that when two MGs in the same FR are both configured with 20ms MGRP, then one of them will be dropped. If this is correct, we would prefer to use option 3a to achieve the same. The issue with option 5 is that UE complexity would be increased since it needs to implement another dropping rule for the case of 20ms+20ms MGRP which on the other hand can be easily avoided by the NW.
Based on above discussions, we have the following suggestion.
Proposal 3: Introduce the following applicability condition on overhead cap for concurrent MG:
· When concurrent MGs are configured, the requirements apply provided that at most one gap in each FR (including per-UE gaps) is configured with MGRP < 40 ms
If Proposal 3 is agreeable, we do not see the need to define new UE capability. 
Conclusions
In this paper we provided our views on open issues for concurrent MGs.
Proposal 1: Define X = 4ms for FR2-2.
Proposal 2: Update the requirement applicability as follows.
· RAN4 requirements do not apply when a gap without assigned priority is configured simultaneously with any other gap(s) that affect serving carriers in the same FR, if the gaps are colliding with each other.
Proposal 3: Introduce the following applicability condition on overhead cap for concurrent MG:
· When concurrent MGs are configured, the requirements apply provided that at most one gap in each FR (including per-UE gaps) is configured with MGRP < 40 ms
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