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Introduction
Following the WF on HST FR2 deployment scenario [1], in the previous RAN4#100-e meeting it was agreed that
	No dedicated performance RAN4 requirements will be specified for Bi-directional deployment for Scenario A by assuming the requirements will be specified under uni-directional deployment which pending on further confirmation in RRM session for the feasibility of uni-directional deployment.



During the meeting the following topics captured in the email summary [2] were discussed:
1. Issue 1-2-2: RRH beam back-lobe issue in Scenario-A,
In Scenario-A, the panel boresight and therefore the back-lobe are almost parallel to the railway track, thus a UE can occasionally get connected to the back side of the panel.
2. Issue 1-2-3: Potential Handover Issue
sudden degraded serving cell quality for UE moving toward the serving beam in uni-directional deployment.
Additionally, the following GTW agreements are listed the WF [3] of HST FR2 RRM session:
	· Define two set of requirements for Scenario A and Scenario B in terms of number of RX beams per UE
· Scenario A: [2] RX beams for all scenarios
· Scenario B: [6] RX beams for all scenarios



In our opinion, it was a lack of results provided by other companies that could confirm that there is no potential HO Issue 1-2-3.
Therefore, in this contribution, we are providing new system-level simulation results for the uni-directional Scenario-A where train moves towards the serving beam. These results consider the cumulative effect from the issues and agreements listed above. 

Discussion
The considered deployment scheme when the train is moving in the direction opposite to the serving beam is presented in Figure 1.


[bookmark: _Ref85805152]Figure 1: HST FR2 Uni-directional deployment, the train is moving towards the serving beam.

Following the former agreements for the Scenario-A, we assume that the RRH panel is oriented towards the projection of the following RRH on the railway track, and only one beam is used per RRH panel.
In our contribution to the previous meeting [4], we have already reported that the absence of the RRH panel back-lobe results in the extremely low signal levels behind the RRH, i.e., after the CPE has passed the RRH (around 50dB lower then with a back-lobe).
As it was also confirmed by the other companies in the previous meetings, we are suppressing the back-lobe of the RRH and CPE panel [2]:

	Issue 1-2-2: RRH beam back-lobe issue in Scenario-A
	Company
	Comments

	Ericsson
	Although a back-lobe may arise in a simulation with an antenna model, in a practical product it would be suppressed. The simulation model should also suppress back-lobes.

	Intel
	Agree with Ericsson’s comment. In practice there will be no back-lobe. If companies have concerns about the current simulation model, we can define larger front-to-back ratio in the antenna model.


 



We start our study of the opposite scenario (Figure 1) with the analysis of the impact of UE Rx beam orientation on the system performance. UE panel boresight is always parallel to the railway track. In Figure 2 we show simulation results when only one Rx beam is used. It can be seen that that the beam co-oriented with the panel’s boresight (RxBeams1-90) provides the best coverage and highest SINR along the whole track.
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Figure 2: L1-RSRP traces of the serving RRH (left) and SINR CDF (right) for the scenario in Figure 1. Only one Rx beam with different orientations is used at UE side.

The UE Rx beam oriented along the railway track is optimal in uni-directional Scenario-A.

Next, if we consider a scenario where multiple Rx beams can be used at the UE side (Figure 3). Following the previous observation, we do not see any gain from using more than one optimal beam (i.e., beam 90 that is parallel to the railway track), even if all of the additional beams are oriented towards the RRH.
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[bookmark: _Ref85806680]Figure 3: L1-RSRP traces of the serving RRH (left) and SINR CDF (right) for the scenario in Figure 1. From one to four Rx beams oriented towards RRH are used on UE side.

Addition of multiple UR Rx beams in uni-directional Scenario-A does not provide any performance gain.

Additionally, in Figure 3, it can be clearly seen that there is a sudden and deep degradation of received signal power (up to 20 dB) just before the HO that happens next to the RRH located at x coordinate 4550. The Rx signal quality degradation is also reflected in SINR CDFs where a long tail in the area of low SINRs is present. 

Figure 4 shows time-of-outage rate from system level mobility simulations for Scenario-A with train traveling towards the RRH beams (“RRHDir:Opposite”) and away from the RRH beams (“RRHDir:Same”.), i.e., Tx beams are pointing to same direction as train moves. We also show the effect of using scaling factor 2 or 8 and different DRX cycle lengths (DRX:0 is DRX disabled). Time-of-outage considers periods of low signal quality (SINR < -8 dB) and period of outage due to successful handover execution (50 ms). We observe that using deployment “RRHDir:Same” provides much shorter time-of-outage than “RRHDir:Opposite” with all scaling options and DRX cycles.
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[bookmark: _Ref85701686]Figure 4 Average time-of-outage percentage for two possible HST FR2 uni-directional deployments in Scenario-A and with two measurements scaling factors: 2 and 8.

Figure 5 shows zoomed in SINR distributions for scaling 2 and scaling 8 for the same deployments as time-of-outage results above. DRX cycles up to 80 ms are shown and results are focused on low percentiles of CDF (up to 14-percentile). We observe much worse SINR at lower percentiles for deployment “RRHDir:Opposite”. For example, 1-percentile with DRX 40 ms, scaling 2, drops from about 18 dB with “RRHDir:Same” to -20 dB with “RRHDir:Opposite”. This indicates mobility problems when train approaches and passes the serving beam and RRH that is close to the track and pointing opposite to train movement.
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[bookmark: _Ref85701697]Figure 5 Zoomed in SINR distributions for two possible HST FR2 uni-directional deployments with measurements scaling factor 2 (left) and 8 (right) corresponding to the number of Rx beams.

The system-level performance of the uni-directional deployment in Scenario-A where the train is moving towards the serving RRH beams is worse than in the scenario where the train is moving from the serving RRH beam. Moreover, mobility problems can be expected in the “opposite” scenario where the train moves towards the RRH beams, especially when DRX is enabled.

Some companies have commented in the previous meeting that they do not expect that the significant drop in the signal strength can be an issue in the “opposite scenario” . In particular, it was proposed to use more aggressive HO parameters to mitigate potential mobility problems:
	Issue 1-2-3: Potential Handover Issue
	Company
	Comments

	Ericsson
	We do not believe that this issue is a showstopper (i.e., can be solved), but the RRM session should discuss.

	Nokia
	Based on our system simulation results, some potential HO issues are observed in uni-directional Scenario A when UE is moving in the direction opposite to the RRM beams. No such issues when the UE is moving in the same direction as the RRM beams. This is due to the significant difference in SINR in the beam of the serving cell and the beam in the neighbouring cell as a consequence of high path loss. However, this issue can be mitigated by other means.  

	Intel
	As we mentioned in Observation 2, potential handover issue can be solved by proper Network configuration: either through setting correct threshold (e.g. for A3 or A5 event) to perform HO earlier, or by using Conditional HO.


 



Figure 6 shows handover rate per CPE per second and time-of-outage percentage for “RRHDir:Opposite” deployment with different handover parameters. Offset A3 settings are 1, 3 and -3 dB with corresponding time-to-trigger 80, 80, 0 ms. Also, the effect of DRX cycles from disabled to 80 ms is shown. We observe that handover rate increases very significantly when negative offset is used triggering handover when target cell is still worse than serving cell trying to compensate the tight handover timing requirement in “RRHDir:Opposite” deployment. For this reason the time-of-outage rate increase with the negative offset when DRX is disabled. In some cases with DRX 40-80 ms assuming scaling factor of 8, very aggressive handover setting can provide minor help as it decreases time-of-outage and does not increase the amount of handover so drastically. Handover settings with either 1 or 3 dB offset look very similar in performance. These results indicate that the signal drop when train is traveling opposite direction than RRH Tx beams are pointing to can be so quick that adjusting handover parameters to perform HO earlier does not bring significant improvement when measurement delays due to DRX scaling are high. Without DRX very aggressive handover parameters can increase the amount of handover significantly while not helping in time-of-outage.
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[bookmark: _Ref85811216]Figure 6 Handover rate and time-of-outage percentage with different handover parameter settings

The drop in signal level when train is traveling opposite direction than RRH Tx beams are pointing to can be so quick that adjusting handover parameters to perform HO earlier does not bring significant improvement when measurement delays due to DRX scaling are high.

One additional factor that was not take into account so far is the reliability of PDCCH, e.g., of HO command. So far, our simulations assumed that HO command can always be received, i.e., ideal PDCCH. However, in practice, it cannot be always the case in lower-SINR conditions. For example, it is possible that the first transmission of HO command was not successfully received by the CPE but the combining gain from retransition cannot be achieved because the SINR in the “opposite” scenario quickly gets worse next to the serving RRH. Hence, there is a higher chance of HO failure.
RAN4 to consider the negative impact of non-ideal PDCCH on mobility in the scenario where the CPE is moving towards its serving beam.

One way to avoid the scenario when the train is moving towards the serving beam is to consider double uni-directional deployment in Scenario-A as a combination of two uni-directional deployments (). In such deployment, by the proper selection of RRH and UE panel the UE Rx beam is always oriented towards the RHH beam, and train movement and RRH panel directions are the same.



Figure 7: Dual uni-directional deployment as a combination of tow uni-directional deployment where the CPE is always moving from the serving beam.

RAN4 to further discuss handover issues in uni-directional scenario where the CPE is travelling towards the serving beam.
Dual uni-directional deployment and other possible solutions can be considered.

Conclusion
In this contribution, we continue the analysis of system-level performance in uni-directional scenario where the train is moving towards the serving beam. The need for such a deployment scenario is challenged.
The following observations and proposals are made:
1. The UE Rx beam oriented along the railway track is optimal in uni-directional Scenario-A.

1. Addition of multiple UR Rx beams in uni-directional Scenario-A does not provide any performance gain.

The system-level performance of the uni-directional deployment in Scenario-A where the train is moving towards the serving RRH beams is worse than in the scenario where the train is moving from the serving RRH beam. Moreover, mobility problems can be expected in the “opposite” scenario where the train moves towards the RRH beams, especially when DRX is enabled.

The drop in signal level when train is traveling opposite direction than RRH Tx beams are pointing to can be so quick that adjusting handover parameters to perform HO earlier does not bring significant improvement when measurement delays due to DRX scaling are high.

1. RAN4 to consider the negative impact of non-ideal PDCCH on mobility in the scenario where the CPE is moving towards its serving beam.

RAN4 to further discuss handover issues in uni-directional scenario where the CPE is travelling towards the serving beam.
Dual uni-directional deployment and other possible solutions can be considered.
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