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Introduction
In [1] the simulation assumptions for NTN co-existence studies were proposed. They are based on snapshot simulations under different assumptions, which will reflect the conditions in those cases. 
In [2] the following performance metrics are mentioned:· (Item 1) CDF of serving beam RSRP
· (Item 2) CDF of serving beam SNR
· (Item 3) CDF of serving beam RSRP – maximum neighbour cell RSRP
· (Item 4) CDF of the number of beams such that the beam SNR > YdB
· Y = -9, -6, and -3
· (Item 5) CDF of Beam dwell time in the following regions only for LEO, i.e. cases 11~30 and 41~60 in Table 8.
· (Item 5-1) Serving beam RSRP is [6]dB stronger than the second strongest neighbour beam RSRP and serving beam SNR is larger than [-6]dB
· (Item 5-2) RSRP difference between serving beam and the second strongest neighbour beam is smaller than [6]dB and serving beam SNR is larger than [-6]dB
· Note: Beam dwell time for LEO can be derived as follows, e.g.
· For a given UE, (elevation angle range where the above condition is met)/(angular speed of LEO satellite)

Items 1-2 can be used for side condition evaluation in defining RRM requirements. The rest are to evaluate minimum UE capability in terms of # of cells/SSBs, measurement periodicity, measurement scaling factors, etc.


If RAN4 wants to set requirements for mobility related issues and get the right CDFs, snapshot simulations may not be sufficient. Therefore, we present in this contribution considerations related to mobility, and showing the need for dynamic simulations. Also, we present some mobility results with Earth moving cells.
Dynamic simulations
NTN mobility is challenging due to the very dynamic nature of the system. Transmission Nodes moving at 7,5 km/s mean that the timing from SSBs from one satellite to the SSBs of another satellite change rapidly. At the same time Doppler shifts are much larger than any terrestrial scenario, making the neighboring cell measurements potentially much larger, affecting the optimal size and timing of the SMTC windows.
Observation 1: NTN mobility scenarios are significantly more dynamic than any terrestrial scenario 3GPP has looked at.
Studying mobility and setting related requirements based on snapshot simulations would not show the dynamic effects of the moving delay, the changing radio conditions including LOS-NLOS shifts and would thereby lead to too loose requirements
Observation 2: Mobility related requirements, like requirements related to the SMTC window need to be studied through dynamic simulations.
Proposal 1: Dynamic system level simulations should be considered and used.
Time correlation
For mobility studies one issue is extremely important in order to get the right understanding of the results and that is the modelling of the channel model. In [3] a channel model was derived for NTN, which includes the probabilities of line of sight, clutter loss and shadow fading as function of the elevation angle. However, the channel model does not support the movement of satellites, like LEO.

Observation 3: The channel model in 38.811 does not support movement for satellites, like LEO satellites.
At the same time is has been mentioned many times that mobility in NTN (for NGSO satellites) is dominated by the movement of the satellites.

Observation 4: Mobility in NTN for NGSO satellites is dominated by the movement of the satellites.
Proposal 2: The movement of the NGSO satellites should be included in simulations.

However, the LOS probability model from [3] does not define any correlation model in time and/or across elevation angles. For example, when the elevation angle between a UE and a satellite is increased and implies a switch from e.g. the row of 20 degrees to the row of 30 degrees, the basic model would imply the LOS probability is evaluated again (i.e. without taking into account the current LOS/NLOS state) and potentially resulting in a LOS-NLOS switching behavior. Experiencing multiple fully random state switches during the simulation time (satellite pass-over) seems unrealistic, and thus it is necessary to define correlation of the LOS probability versus the elevation angles. This observation results in the following questions, which will impact the correlation model:
1. How long is the transition time from LOS to NLOS and vice versa?
1. How to define the probability of a LOS/NLOS state transition?
1. How long to stay in LOS or NLOS state (elevation angle dependent)? 
One potential model is a 2-state Markov chain as illustrated in Figure 1. Further details on the model are available in [4].
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[bookmark: _Ref45187574]Figure 1: LOS probability model based on 2-state Markov chain.
The probability of a state change would be:

The stationary probability  is defined by

where π0 corresponds to the LOS probability provided in table 6.6.1-1 of [3]. The challenge is that multiple combinations of α,β will result in the targeted π0,π1, but provide very different times of stay per state and state switches.
In this section we compare the 3GPP model in [3] with the transition model proposed above, i.e. using α and β parameters depending on the elevation angle. The α and β parameters are derived based on ray-tracing using realistic building layouts [4]. The typical buildings densities and heights are modelled as earlier when deriving the LOS probability results in [3]. For completeness, we also show the results obtained from the ray-tracing (geometric like) simulations.
As an example of the impact of using a more detailed LOS-NLOS transition model, in Figure 2 we show the combined number of LOS-NLOS and NLOS-LOS transitions for a UE located in a typical rural or urban area, when a LEO satellite is moving on an orbit at 600km. For all the results presented in in Figure 2 we have used the scenario and LOS probability model as specified in [3]. The transitions are counted for every 1 degree step movement of the satellite along the orbit. For the scenario labelled ‘3GPP’ we simply use the Table 6.6.1-1 of [3]. 
The total satellite fly-over time (from one horizon to other) for these examples was 494.2 seconds, corresponding to a minimum elevation angle of 10 degrees. It is evident that the current 3GPP LOS model provided in [3] significantly overestimates the number of LOS-NLOS and NLOS-LOS transitions experienced by the UE, by a factor of 30 to 40(!) depending on the environment. We believe, such modelling inaccuracies would lead to highly inaccurate mobility performance numbers and can incorrectly suggest the technical areas which require addressing in the context of NTN mobility. 
Observation 5: 3GPP model (in line with TR 38.811) leads to 30 – 40 times more LOS/NLOS transitions compared to other models, such as ray-tracing based or 2-state Markov chain based.
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[bookmark: _Ref54016407]Figure 2: Example of results for average number of LOS-NLOS transitions when using different modelling approaches; LEO satellite at 600km altitude.
Besides time-correlation of LOS and NLOS transitions, also the clutter and shadow fading needs to be taken into account in the time correlation considerations. Figure 3 shows a flow chart of how time correlations can be introduced, inspired by [4] and [5].
The path loss (PL) based on the geometrical model considering LOS and NLOS can be defined as follows:


where  is the free-space path loss, is the clutter loss and  is the shadow fading.
The clutter loss depends on the surroundings, and according to [5] it can be modelled as a combination of rooftop-to-street diffraction  and building reflection :


The reflection loss is a fixed value depending on the reflection coefficient of the building, while the rooftop-to-street diffraction loss depends on the elevation angle between UE and satellite and the angle between UE and the rooftop diffracting edge. The complete set of equations is given in [5].

Based on the above definitions, the time dynamic model, considering LOS/NLOS switching, and correlation can be applied as outlined in the flow chart in Figure 3.
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Figure 3 Operational flow of the time-correlated radio propagation channel model in [4] and [5] 

Results for EMC
Simulation assumptions
We have in general followed the assumptions from [3]. The main assumptions are listed in Table 1 – note DRX was not configured. The channel modelling parameters can be seen in Table 2 and Table 3. Table 2 is used to configure the 2-state Markov model to determine the LOS and NLOS conditions per UE-satellite link, while Table 3 is used to determine the shadow fading of said link.
[bookmark: _Ref85013908]Table 1 System Level Simulations Assumption
	Parameters
	Values

	Satellite Attitude
	600 km (LEO)

	Satellite Antenna Pattern
	Section 6.4.1 in 38.811

	Satellite equivalent isotropic Radiated Power Density
	34dBW/MHz

	3 dB Beamwidth
	4.4127°

	Satellite Tx max Gain
	30 dBi

	Satellite beam diameter
	50 km

	UE Tx power
	23 dBm

	Deployment Scenario
	Rural [4]

	Shadow Fading standard deviation
	0.3-7.4 dB

	Carrier Frequency
	2 GHz (S-band)

	Frequency Reuse
	FR1

	System Bandwidth
	10 MHz

	Sub carrier spacing
	15 kHz

	Traffic model
	Full Buffer

	Traffic Load for interference
	25% of PRBs

	RLF Qin/Qout thresholds
	6 dB/ 8 dB

	T310 timer
	1000 ms

	N310/N311
	1

	UE measurement error standard deviation
	1.72 dB

	L3 filter coefficient K
	4

	Receiver Type
	LMMSE-IRC [38.821]

	Time to trigger
	100 ms and 256 ms

	HO Margin
	1 dB and 3 dB

	Simulation time
	30 s



[bookmark: _Ref85622228]Table 2 Transition probabilities for the suburban scenario. Numbers are estimated based on ray-tracing simulations. Source: Table 1 [4]
	Elevation angle
	Probability of NLOSàLOS switch
	Elevation angle
	Probability of LOSàNLOS switch

	15°
	6.5 %
	15° - 85°
	0.0 %

	25°
	4.2 %
	90°
	0.0 %

	35°
	3.5 %
	95°
	0.1 %

	45°
	3.3 %
	105°
	0.1 %

	55°
	3.5 %
	115°
	0.1 %

	65°
	4.3 %
	125°
	0.1 %

	75°
	6.6 %
	135°
	0.2 %

	85°
	21.1 %
	145°
	0.3 %

	90°
	100 %
	155°
	0.5 %

	95° - 165°
	0 %
	165°
	1.6 %



[bookmark: _Ref85622230]Table 3 Parameters for shadow fading in LOS and NLOS conditions. Numbers are estimated based on ray-tracing simulations. Source: Table 1 [5]
	Angular distance ∆sp [°]
	Standard deviation σχ [dB]
	Decorrelation distance αcorr [°]

	
	LOS
	NLOS
	LOS
	NLOS

	10
	2.3
	4.2
	2.6
	2.5

	20
	1.4
	5.1
	2.8
	3.1

	30
	1.1
	5.6
	2.9
	4.5

	40
	0.9
	6.1
	2.9
	6.4

	50
	0.6
	6.2
	3.0
	8.7

	60
	0.4
	6.5
	3.1
	10.5

	70
	0.3
	7.1
	3.1
	11.9

	80
	0.3
	7.4
	3.2
	12.6


	
EMC mobility results
This section contains the simulation results based on the channel model and assumptions outlined in the previous sections.
Figure 3 illustrates a time trace of the downlink SINR as observed by one UE. The “optimal downlink SINR” provides a view of the upper bound, assuming the UE instantaneously switches to the cell that currently provides the highest SINR. The red and green lines demonstrate the simulated SINR, when the NR baseline handover procedure is applied. The lines use two different sets of time-to-trigger (TTT) and handover margin (HOM) for the A3 event, but both are clearly far from optimal in the sense that handovers happen late compared to the “optimal downlink SINR”. Note that the simulations also consider the propagation delay, affecting the measurement report, handover command, and random access procedure.
Observation 6: Depending on the handover configuration the UE may experience suboptimal downlink SINR conditions partly due to the time dynamic conditions in NTN.
The key thing to observe is that the actual serving cell of the UE and the cell providing the optimal downlink SINR in many cases is not the same one. Thus, if RAN4 rely on snapshot simulations, where the UE naturally is assumed connected to the cell with highest downlink SINR, it would not reflect reality.
Observation 7: The serving cell, when considering time dynamic conditions in NTN, may not provide the optimal downlink SINR, and thus may not be the same cell as identified in snapshot simulations.
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[bookmark: _Ref85542707]Figure 4 Time trace of downlink SINR for different handover configurations.
Figure 4 illustrates the CDF of the downlink SINR for different handover configurations. In addition to the configurations included in Figure 3, this set of results also includes the conditional handover, which has been agreed to be used by RAN2 for NTN. The conditional handover leads to the achieved downlink SINR being closer to the optimal downlink SINR, but there is still a gap, especially for the users in the worst coverage conditions.
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[bookmark: _Ref85542948]Figure 5 CDF of the downlink SINR for different handover configurations.
Now recalling the performance metrics from [2]:· (Item 1) CDF of serving beam RSRP
· (Item 2) CDF of serving beam SNR
· (Item 3) CDF of serving beam RSRP – maximum neighbour cell RSRP
· (Item 4) CDF of the number of beams such that the beam SNR > YdB
· Y = -9, -6, and -3
· (Item 5) CDF of Beam dwell time in the following regions only for LEO, i.e. cases 11~30 and 41~60 in Table 8.
· (Item 5-1) Serving beam RSRP is [6]dB stronger than the second strongest neighbour beam RSRP and serving beam SNR is larger than [-6]dB
· (Item 5-2) RSRP difference between serving beam and the second strongest neighbour beam is smaller than [6]dB and serving beam SNR is larger than [-6]dB
· Note: Beam dwell time for LEO can be derived as follows, e.g.
· For a given UE, (elevation angle range where the above condition is met)/(angular speed of LEO satellite)

Items 1-2 can be used for side condition evaluation in defining RRM requirements. The rest are to evaluate minimum UE capability in terms of # of cells/SSBs, measurement periodicity, measurement scaling factors, etc.


The results in this section demonstrate that time dynamics have an impact on the distributions outlined in the above list. For example, the identification of the serving beam could be incorrect if one uses a snapshot simulation, compared to the time dynamic simulation utilized to generate the results in Figure 3 and Figure 4. This would impact at least items 1-3. Furthermore, the beam dwell time also depends on the time-varying behavior of the channel model and thus it would also be incorrect if a snapshot simulation is used.
Therefore, RAN4 should consider the use of dynamic simulations and align the assumptions which takes into account the time correlation.
Conclusion
Based on the discussion in this contribution we made the following observations and proposals:
Observation 1: NTN mobility scenarios are significantly more dynamic than any terrestrial scenario 3GPP has looked at.
Observation 2: Mobility related requirements, like requirements related to the SMTC window need to be studied through dynamic simulations.
Observation 3: The channel model in 38.811 does not support movement for satellites, like LEO satellites.
Observation 4: Mobility in NTN for NGSO satellites is dominated by the movement of the satellites.
Observation 5: 3GPP model (in line with TR 38.811) leads to 30 – 40 times more LOS/NLOS transitions compared to other models, such as ray-tracing based or 2-state Markov chain based.
Observation 6: Depending on the handover configuration the UE may experience suboptimal downlink SINR conditions partly due to the time dynamic conditions in NTN..
Observation 7: The serving cell, when considering time dynamic conditions in NTN, may not provide the optimal downlink SINR, and thus may not be the same cell as identified in snapshot simulations.

Proposal 1: Dynamic system level simulations should be considered and used.
Proposal 2: The movement of the NGSO satellites should be included in simulations.
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