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[bookmark: clause4][bookmark: _Toc2086441]1	Introduction
SA2 Rel-17 calls for a new use case for TSN Grandmaster clocks supported within the context of TSN-5GS interworking wherein TSN Grandmaster clocks are located at end stations connected to UE/DS-TTs. This new Rel-17 use case involves two Uu interfaces in the 5GS path (i.e. 5GS ingress to the 5GS egress) over which a TSN Grandmaster clock is relayed. Considering that up to 540 ns of uncertainty can be introduced by a single Uu interface when using the legacy Timing Advance method to determine the downlink propagation delay as indicated by [1], supporting a 5GS path that includes two Uu interfaces will be problematic when the maximum allowed uncertainty allowed over the 5GS path is limited to 900ns per Table 5.6.2-1 of [2]. For the Rel-17 URLLC/IIoT WI, RAN4 is directed to investigate possible enhancements in the following area: 
· Propagation delay compensation enhancements (including mobility issues, if any). [RAN2, RAN1, RAN3, RAN4]

Possible enhancements to the legacy Timing Advance method as well as the possible use of an enhanced RTT method to determine the total uncertainty introduced per Uu interface were discussed in [7]. In this contribution, we investigate further the accuracy achievable via the TA-based method and the RTT-based method for propagation delay estimation.
1.1	RAN plenary guidance
In RP-211569, Moderator's summary for email discussion [92-e-15-IIoT-URLLC-Scope], section 4.1 Moderator summary of final phase [18], one can find the following recommendations:
	
Recommendation3: Provide the following RAN guidance on Propagation delay compensation enhancements [RAN2, RAN1, RAN3, RAN4]
· Support TA-based propagation delay compensation based on the Rel-15/16 timing advance procedure in Rel-17 without changes on existing TA requirements/procedures for use cases with less tight time synchronization requirements such as smart grid.
· RAN1/2/4 to focus on RTT-based propagation delay compensation enhancements in Rel-17.
Working groups should strive to minimize the impact on UE complexity.


 
	
Recommendation3A: Provide the following RAN guidance on Propagation delay compensation enhancements [RAN2, RAN1, RAN3, RAN4]
· RAN1 to send an LS to RAN4 in RAN#106-e to check the feasibility and potential enhanced value for Te and TA command indication granularity, 
· RAN1 and RAN2 to focus on RTT-based propagation delay compensation enhancements while waiting for a reply LS from RAN4.
Working groups should strive to minimize the impact on UE complexity.



The technical analysis is this paper, in section 2, conclude that Recommendation 3 is the most feasible way forward, since we show that RTT-based propagation delay compensation fulfill the requirement for the strictest control-to-control use case and that even enhanced Te-values will not enable TA-based propagation delay compensation to do so. 
Furthermore, given the limited time left given the time budget allocated to this WI the LS approach of proposal 3A will most likely cause the WI time budget to fail.
Adopt recommendation 3, from RP-211569, Moderator's summary for email discussion [92-e-15-IIoT-URLLC-Scope]. 
2	Discussion
An example of the Two Uu interface use case is illustrated in Figure 1 below, wherein two UEs can be connected to different gNBs, thereby introducing the potential for increased uncertainty compared to the case where each UE is connected to the same gNB.
The 5GS synchronicity budget requirement can be as low as 900ns in what is currently the most demanding TSN – 5GS integration use case (see Appendix and [6]) and represents the portion of the end-to-end synchronicity budget applicable between the ingress and egress of the 5G system (see Figure 1). The per Uu interface synchronization error represents a portion of the end-to-end synchronicity budget and consists of the uncertainty introduced when (a) sending the 5G reference time from gNB antenna to the UE antenna by including ReferenceTimeInfo in either a DLInformationTransfer RRC message or SIB9 and then (b) adjusting the 5G reference time to reflect the downlink propagation delay. These uncertainties are further discussed below.
[image: ]
Figure 1: TSN E2E Timing delivery case 2 – ingress at UE
In RAN1#102e, it was agreed that both control-to-control and smart-grid use cases are used as representative cases for study, where: 
· One Uu interface is assumed for smart grid. 
· Two Uu interfaces are assumed for control-to-control.
On the other hand, one set of Rel-17 enhancements should be adopted for both use cases. In other words, RAN1 only needs to come up with a method to satisfy the most stringent requirement, and the same method can be applied to support other use cases as well.
The range of uncertainty for a single Uu interface shown in Table 1 below was agreed at 3GPP TSG-RAN WG2 #113-e. Thus, RAN4 should study the enhancements needed to realize the indicated range of uncertainty for the control-to-control use case, with the sanity check that the same enhancements work for smart grid case as well.
Table 1 – Range of Uncertainty for a Single Uu interface
	Scenario
	Single Uu interface Budget

	Control-to-Control
	±145ns to ±275ns

	Smart Grid
	±795ns to ±845ns



[bookmark: _Toc61914532][bookmark: _Toc68639876]RAN4 to pursue one set of Rel-17 enhancement to satisfy the accuracy requirement of propagation delay compensation for all use cases. 
Existing analysis is based on use cases with an end-to-end accuracy of 1us. Already ongoing discussion with far stricter requirements proposed in 3GPP TR 22.878 "Feasibility Study on 5G Timing Resiliency System" [15] where 250 ns are proposed. Also the proposed requirement of 24hours holdover duration will make budgets much stricter! Note the smart grid figure in Table 1 does not include any margin for holdover i.e. zero holdover duration!
Work in Rel 17 should also be flexible and allow methods that can scale and target future requirements that may be more strict. 


2.1	Time Synchronization Error if using the TA-based propagation delay estimation

In general, for both the TA-based method and the RTT-base method, the total uncertainty introduced for a single Uu interface consists of the following sources of error:
· Error Source 1: Uncertainty related to the gNB transmission of the 5G reference time having a value linked to a specific point in downlink frame transmissions. This is reflected by .
· Error Source 2: Uncertainty related to the determination of downlink propagation delay (PD) value identified as a result of performing the TA procedure.  This is a major contribution to the total uncertainty when the 5G system clock is adjusted to reflect the downlink PD.
Error Source 1 can be seen as having a value that is independent of propagation delay since the procedure that introduces this error can be performed at a point in time different from when the PD estimation procedure is performed. This error component would still also exist even if the RF propagation delay would be insignificant or perfectly estimated. This results in allowing  to be included in both Error Source 1 and Error Source 2.

When using the TA-based propagation delay method to determine the downlink PD value, the propagation delay is estimated as half of the Timing Advance. The total uncertainties when using TA-based method is described by the equation below [7].
, where:

In the above, it is assumed that , i.e., Te as defined in 38.133 includes downlink frame timing detection error as a component.
At RAN WG1#103e the following agreements were reached:
· For evaluation of the overall time synchronization error for the control-to-control use case companies are to use 65ns as the assumption for the  component (i.e. the BS transmit timing error).
· For evaluation of the overall time synchronization error for smart grid companies can use either 200 ns (option 1) or 65ns (option 2) as the assumption for BS transmit timing error. We use 200 ns since this is the dimensioning value.
· Asymmetry between downlink and uplink channels for smart grid scenario is not to be considered. 
· TA adjustment accuracy is not to be considered for the evaluation of time synchronization error (see  error component below). 
At RAN WG1#104e the following agreements were reached:
· Take ±100 ns as the assumption for downlink frame timing detection error) at the UE for evaluation of the overall time synchronization error for TA based propagation delay compensation, if downlink frame timing detection error needs to be considered separately.
However, since Te includes downlink frame timing detection error as a component, based on the LS out from RAN4 to RAN1 [16], then the value of the downlink frame timing detection error) needs to be re-considered as discussed below.

The two error sources comprise the following error components:
(a) : The uncertainty due to the value of the 5G reference time indicated by the gNB as being applicable to the end of SFNx not reflecting the actual 5G reference time value when the end of SFNx occurs at the gNB Antenna Reference Point (ARP).
· The RAN1 time budget values and agreements were needed to unify comparison. The ±65ns (for control-to-control, per agreement at RAN WG1#103e) is too strict considering that co-located intra band for CA or DC in a co-located deployment have TAE = 260 ns in existing specification. We propose that RAN4 do the evaluation based on ± 130 ns  instead. 
· For the Smart Grid use case we use the larger option 1 of 200 ns, since this is dimensioning value.
[bookmark: _Hlk53679562] (b) :  The uncertainty associated with UE downlink frame timing detection. As a worst case, a UE synchronizes to the DL using Sync Signal Block (SSB) received within the last 160 ms, where SSB contains information identifying specific DL frame and slot numbering. As described in [13] and [14], the minimum DL frame timing detection error (without any margin) is inverse of the DL BW of the signals used for timing estimation. The values in table 1, column number four from the left,  correspond to what can be achieved without any UE implementation margin. In [13] the margin is 6.31 Ts for In this first RAN4 analysis we assign slightly more to the DL of the total error budget and propose 4 Ts as margin, on top of min timing error. When using SSB as DL signal for timing estimation, the minimum error is calculated in Table 1 below.
Table 1. DL frame timing detection error at UE, based on SSB detection
	#PRB of PBCH (=240 subcarrier)
	SCS (kHz)
	PBCH BW (MHz) = 240 * SCS
	Min Timing Error (sec) = 0.5 / (PBCH BW)
	Margin
	Timing Error with margin

	20
	15
	3.6
	0.139 us = 4.27 Ts = 273 Tc
	4 Ts 
	0.269 µs = 8.27 Ts = 529 Tc

	20
	30
	7.2
	0.069 us = 2.13 Ts = 137 Tc
	2 Ts 
	

	20
	60
	14.4
	0.035 us = 1.07 Ts = 69 Tc
	1 Ts 
	

	20
	120
	28.8
	0.017 us = 0.53 Ts = 34 Tc
	0.5 Ts 
	



Thus, the following can be assumed for PD estimation:
·  = ±269 ns for 15 kHz DL SCS;
It should be emphasized that the values in Table 1 are only theoretically possible minimum timing detection error, and very optimistic. For example, while the UE performance in AWGN channel may be close to these values, the timing detection error caused by multipath channel is not taken into account, even though the error by multipath likely dominates.  

(c) Te: The error when a UE performs transmission of UL frames after acquiring the first detected path of the corresponding downlink frame and applying the most recently received TA information. This error is denoted as Te in TS 38.133. Among the values tabulated in TS 38.133, the following is selected considering that 15 kHz SCS has been agreed for the selected scenarios.
· ±12*64*Tc = 768*Tc = ±391ns (assuming 15kHz SCS for SSB signals, 15kHz SCS for uplink signals)
· Frame timing detection error is to be considered as included in UE transmit timing error (i.e. Te) based on LS out from RAN4 [16]. 

(d) : The uncertainty with which a gNB acquires UL frame timing, which affects how accurately it determines the difference between when an UL slot has been received and when that slot should have been received if the UE was perfectly time aligned (i.e. this uncertainty affects the value the gNB sends within the MAC TA command). According to agreement from RAN1#102e, the following value is assumed:
· ±100ns  (per agreement at RAN WG1#102e)
(e) :  The uncertainty due to timing advance (TA) command granularity. Maximum value of this uncertainty is half of TA command granularity in the existing NR specification where µ represents the applicable SCS:
· ±8*64*Tc/2µ = 512*Tc = ±260ns (µ = 0 for 15 kHz SCS)
· A Timing Delta MAC CE has been introduced [TS 38.213 Section 14, TS 38.321] which serves the purpose of enhancing DL PD estimation accuracy. It is FFS whether the value of this component can be further reduced, similar to the Timing Delta.
(f) : The uncertainty due to “Timing Advance adjustment accuracy” performed by a UE, see section 7.3.2.2 of TS 38.133. For 15 kHz SCS, the accuracy requirement is:
· ±256 * Tc = 130ns. if included in the evaluation, however a value of 0 ns is used below since at RAN WG1#103e it was agreed to leave this component out of the evaluation

In the above, time unit  (sec). Plugging in the value of each error components we obtain for the Control-to-Control use case of Table 1:
  (total uncertainty) = 130 + 269 + 0.5*(391 + 100 + 260 + 0) = ±774.5 (ns)
For the Smart Grid use case, from Table 1, with )  = 200 ns: 
  (total uncertainty) = 200 + 269 + 0.5*(391 + 100 + 260 + 0) = ±844.5 (ns)

Using the TA-based propagation delay method to determine the downlink PD value and then adjusting the 5G reference time according to the determined PD introduces over 774ns of uncertainty for a single Uu interface, for the Control-to-control use case (i.e. when using  = 0 ns,  = ±391 ns and  = ±260 ns and considering implementation margins for   = ±269 ns and a more realistic  = ±130 ns). For the Smart Grid use case we get, with   = 200 ns,   (total uncertainty) = ±844.5 ns.
· For the smart grid use case the TA-based method is sufficient, due to the larger Uu interface budget of ±795ns to ±845ns (see Table 1), but only barely, with almost 0 ns margin.  
· However, the TA-based method is inadequate for supporting the control-to-control use case, due to the much smaller Uu interface budget of ±145ns to ±275ns as shown in Table 1. 

In Table 2, the achievable accuracy for each option of the TA-based method (see agreement from RAN1#102e) is listed. Compared to the Uu interface error budget range of ±145ns to ±275ns as shown in Table 1 for the control-to-control use case, the requirement cannot be satisfied under any of the options. 
[bookmark: _Toc54381042]
[bookmark: _Toc61914525][bookmark: _Toc68639868]None of the TA-based options can satisfy the accuracy requirement range for the control-to-control use case when agreed values for the error components are used.

Table 2. Clock synchronization achievable by the 3 options of TA-based method
	Option 1: TA-based propagation delay
	Clock synchronization achievable

	Option 1a: Propagation delay estimation based on legacy Timing advance (potentially with enhanced TA indication granularity).
	· 774.5 ns if assuming the existing Te and TA indication granularity
· 644.5 + 0.5* (ns) if assuming existing Te, and considering enhanced TA indication granularity 

	Option 1b: Propagation delay estimation based on timing advanced enhanced for time synchronization (as 1a but with updated RAN4 requirements to TA adjustment error and Te)
	· 449 + 0.5*( (ns) if considering both enhanced Te and enhanced TA indication granularity
· 579+ 0.5* (ns) if assuming existing TA indication granularity, and considering enhanced Te

	Option 1c: Propagation delay estimation based on a new dedicated signaling with finer delay compensation granularity (Separated signaling from TA so that TA procedure is not affected)
	· 644.5 + 0.5* (ns) if assuming existing Te, and considering enhanced TA indication granularity




Considering the case where the three largest uncertainty components (i.e. = 391 ns,  = 269 ns and  = 260 ns) were to be reduced by 50%, i.e., assuming (= 195.3 ns and  = 130 ns), the total uncertainty would be 477 ns which is still above the 275ns upper limit shown in Table 1 for the control-to-control use case. In addition, reducing these same  components by 75%, i.e., assuming (= 97.65 ns and  = 65ns), results in a total uncertainty of 329 ns which is still above the 275ns upper limit shown in Table 1 for the control-to-control use case.
[bookmark: _Toc68639869]Reducing from 391ns to a substantially smaller value for the TA-based method is expected to require the UE to make use of a specialized downlink Reference Signal for clock synchronization (e.g. PRS)
[bookmark: _Toc68639870]Reducing from 260ns to a substantially smaller value for the TA-based method is expected to require the gNB to make use of a specialized uplink Reference Signal (e.g. a wideband SRS).
[bookmark: _Toc68639871]The introduction of specialized reference signals for determining PD values with a substantially reduced uncertainty effectively calls for a new procedure and new signalling, to exchange information, that is distinct from the TA-based propagation delay method for determining PD. 
[bookmark: _Toc61914526][bookmark: _Toc68639872]None of the TA-based options can satisfy the high end of the accuracy requirement range for the control-to-control use case even if values for the two largest error components are aggressively reduced from their current values.
[bookmark: _Toc61914527][bookmark: _Toc68639873]The introduction of reference signals needed to determine PD values with acceptable uncertainty within the context of a TA-based method effectively calls for a procedure, and new signalling, that is new and distinct from existing TA-based methods. 

Based on the analysis and observations above, we propose:
[bookmark: _Toc61914533][bookmark: _Toc68639877]RAN4 does not further develop TA-based method for determining propagation delay compensation since even a 75% reduction of the two largest uncertainty components (i.e.  = 391 ns and  = 260 ns for 15 kHz SCS) does not result in a total uncertainty ±275ns or less for a single Uu interface. 
2.2	Time Synchronization Error if using the RTT-based propagation delay estimation
The RTT-based method is investigated in this section to estimate the time synchronization error when used to adjust the value of the 5G system clock. The overall uncertainty consists of the error due to signaling the 5G reference time to the UE (i.e. ) and the error due to adjusting the value of the 5G reference time with estimated propagation delay (PD). The component of  is the same as that of TA-based method. In the following, we focus on the error due to propagation delay compensation via RTT-based method.
For RTT-based method, the timing relationship of transmission and reception is illustrated in Figure 3, at both the gNB side and the UE side. 
[image: ]
Figure 3: Timing relationship of DL transmission and UL transmission

With reference to Figure 3, the following relationship exists:


The propagation delay is estimated as half of , where:

Expressed another way:

As described in TS 38.215, the measurement of gNB Rx-Tx time difference provides , and the measurement of UE Rx-Tx time difference provides .
When using  to estimate propagation delay, the total uncertainties for PD when using RTT-based method is captured in the equation below:
, where:

 (2)
In the equation above,  and  reflects the measurement inaccuracy of gNB Rx-Tx time difference, and the measurement inaccuracy of UE Rx-Tx time difference, respectively.  reflects the error due to the granularity of reporting the Rx-Tx time difference.  Component  can be the error due to the report mapping table granularity of the UE Rx-Tx time difference,  or the error due to the report mapping table granularity of gNB Rx-Tx time difference, depending on the direction of reporting.  For example, if the UE reports its measured value of UE Rx-Tx time difference to gNB, then  corresponds to the error due to the report mapping table granularity of the UE Rx-Tx time difference. Note that, in contrast to the  estimation for positioning, where both gNB and UE report RxTxTimeDiff to the location server, for clock synchronization, reporting is only necessary in one direction. Hence report mapping error needs to be included once only.
Currently, measurement inaccuracy requirements (i.e.,  and ) are not yet available in 38.133. In 38.133 V16.4.0, report mapping tables are provided for gNB Rx-Tx time difference. However the report mapping tables are not yet defined for UE Rx-Tx time difference in 38.133. Thus, estimation has to be taken in the analysis below.
For the control-to-control use case, to evaluate the time synchronization error for the RTT-based method we assume the following uncertainty values:
(a) : 	±130ns, the same as that of TA-based method.
(b) : 	±100 ns. This value was agreed at RAN1#104bis-e and assumes the use of a DL reference signal (e.g. CSI-RS) other than SSB. In general, the larger the bandwidth of the DL reference signal used for timing detection, the smaller the DL timing detection error. A value of 116 can be obtained for this error component using the method shown in Table when using a minimum PRS bandwidth of 24 PRB. Note that the PRS bandwidth can be as large as 272 PRBs and then we get : 	±10 ns.
(c)  and : Accuracy requirements in 38.133, is in active development [17], the maximum value of ±170*Tc from [17] is taken for the gNB for the estimation below. We apply this to the UE as well. That is, assume   = =±170*Tc = ±86 ns [11].
(d) :  In 38.133, report mapping tables are provided for gNB Rx-Tx and UE RX-Tx time difference where the granularity ranges from 1*Tc to 32*Tc (where Tc = 0.509ns). Assuming the largest granularity of 32*Tc, the uncertainty due to the granularity of reporting the Rx-Tx time difference = 32*Tc = 16 ns. However for a granularity of 1 Tc we get granularity of reporting the Rx-Tx time difference = 1 Tc = 0.5 ns.

Using the values above, the total clock synchronization error for the 5G reference time is estimated as:
(ns)
An  of 324 ns is out of bounds, if we compare with the Uu interface error budget requirement of 145 ns to 275 ns (see Table 1) for the control-to-control use case, however it is still better than the TA based method estimate in section 2.1 where  = 329 ns, even after reducing the 3 biggest terms in the error budget by 75% and certainly much better than the baseline estimate   = 774.5 ns assuming no optimizations. 
A pessimistic estimate using worst case PRS bandwidth (24 PRB) and coarsest granularity (16 ns) show that RTT based method is better than an optimized budget for the TA based approach and certainly much better than the baseline estimate, assuming no optimizations. 
However, the PRS bandwidth is more flexible than the SSB configurations used in TA based approach. If we increase the PRS bandwidth beyond 55 PRB then  = 50 ns and the Uu interface error budget requirement of 145 ns to 275 ns (see Table 1) for the control-to-control use case can be met.
(ns)
If we further set  = ±10 ns since PRS bandwidth can be as large as 272 PRBs and use granularity of reporting the Rx-Tx time difference = 1 Tc = 0.5 ns then we have:
(ns)
Since we can assume  Err_(gNB,RxTxDiff) = Err_(UE,RxTxDiff)= ± 7 ns for PRS bandwidth of 272 PRBs. 
Compared to the Uu interface error budget requirement of 145 ns to 275 ns (see Table 1) for the control-to-control use case, the RTT-based method can satisfy the requirements according to the analysis above. Furthermore, the total error margin associated with the RTT-based method can be further improved by taking into account of better RS on the downlink and/or uplink and resolution for reporting.  

[bookmark: _Toc61914528][bookmark: _Toc68639874]RTT-based propagation delay estimation can satisfy the tighter Uu interface budget of ±145ns to ±275ns for control-to-control use case. 

In the analysis above, the values for , ,  come from RAN4 study or specification for positioning. Thus, specialized downlink signals (e.g., PRS) and uplink reference signals (e.g., SRS) are assumed for achieving such accuracy requirements. The need of specialized reference signals means that a set of signals and related procedures should be introduced for clock synchronization on the Uu interface.
The RTT based approach to Propagation Delay Compensation is not only more accurate, it is more readily available insofar that it is based on work in NR positioning and existing PRS approach with a flexible 24 PRB to 272 PRB range, which can be used to fine tune accuracy, hence the RTT based approach can be tuned and adapted flexible dependent actual needs and flexible to meet stricter future requirements. 
Furthermore, the higher accuracy and configuration flexibility makes the RTT based approach to Propagation Delay Compensation more future proof. One example of a potential future use case from SA1 is that of “timing as a service” being developed in the Feasibility Study on 5G Timing Resiliency System (Release 18).
[bookmark: _Toc61914529][bookmark: _Toc68639875]The RTT based approach to Propagation Delay Compensation is accurate, flexible, more readily available, hence the RTT based approach can be tuned and adapted flexible dependent actual needs and flexible to meet stricter future requirements. 

[bookmark: _Toc54381258][bookmark: _Toc61914534][bookmark: _Toc68639879]The WI adopts an RTT-based procedure for propagation delay compensation in Rel-17.


3	Summary
1. Adopt recommendation 3, from RP-211569, Moderator's summary for email discussion [92-e-15-IIoT-URLLC-Scope].
1. RAN4 to pursue one set of Rel-17 enhancement to satisfy the accuracy requirement of propagation delay compensation for all use cases. 
1. Work in Rel 17 should also be flexible and allow methods that can scale and target future requirements that may be more strict. 
None of the TA-based options can satisfy the accuracy requirement range for the control-to-control use case when agreed values for the error components are used.
Reducing from 391ns to a substantially smaller value for the TA-based method is expected to require the UE to make use of a specialized downlink Reference Signal for clock synchronization (e.g. PRS)
Reducing from 260ns to a substantially smaller value for the TA-based method is expected to require the gNB to make use of a specialized uplink Reference Signal (e.g. a wideband SRS).
The introduction of specialized reference signals for determining PD values with a substantially reduced uncertainty effectively calls for a new procedure and new signalling, to exchange information, that is distinct from the TA-based propagation delay method for determining PD. 
None of the TA-based options can satisfy the high end of the accuracy requirement range for the control-to-control use case even if values for the two largest error components are aggressively reduced from their current values.
The introduction of reference signals needed to determine PD values with acceptable uncertainty within the context of a TA-based method effectively calls for a procedure, and new signalling, that is new and distinct from existing TA-based methods. 
RAN4 does not further develop TA-based method for determining propagation delay compensation since even a 75% reduction of the two largest uncertainty components (i.e.  = 391 ns and  = 260 ns for 15 kHz SCS) does not result in a total uncertainty ±275ns or less for a single Uu interface. 
A pessimistic estimate using worst case PRS bandwidth (24 PRB) and coarsest granularity (16 ns) show that RTT based method is better than an optimized budget for the TA based approach and certainly much better than the baseline estimate, assuming no optimizations. 
RTT-based propagation delay estimation can satisfy the tighter Uu interface budget of ±145ns to ±275ns for control-to-control use case. 
The RTT based approach to Propagation Delay Compensation is accurate, flexible, more readily available, hence the RTT based approach can be tuned and adapted flexible dependent actual needs and flexible to meet stricter future requirements. 

The WI adopts an RTT-based procedure for propagation delay compensation in Rel-17.
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