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Introduction
In this contribution we discuss the F1 Setup procedure. There are basically two questions that need to be addressed:
1. Which function (DU or CU) that should initiate the F1 Setup procedure, and
2. The relation between the F1 Setup procedure and the O&M system.
Section 2.1 addresses the first question, while section 2.2 targets the second. In section 3 a text proposal for 38.401 is proposed.
Discussion
F1 Setup Initiation
For distributed gNB deployments, it is reasonable to assume that the CU and DU are deployed independently. As there are several DUs that can be connected to the same CU, it is also reasonable to assume that a typical deployment scenario is that a CU is deployed in a geographical area, and then DUs are added further out in the network hierarchy.
In a typical deployment, the gNB CU will be deployed first, and gNB DU(s) will later be added in the same geographical area.
As DU(s) are being added at a later moment in time, the CU should not need to check for available DUs, but rather that each DU, when it is ready to take traffic, initiates the setup of the F1 interface. Thus, the F1 Setup procedure, shall initiate from the DU. The procedure should contain an answer, in where the CU can admit or reject the DU into the network.
Proposal 1: The F1 Setup procedure shall be initiated from the DU, and can have both a successful and unsuccessful outcome.
We note that apart from greenfield deployments, this way of working also fits with the network densification scenario, i.e. when a DU is added to an existing network deployment for capacity/coverage reasons.
We also note that the similar reasoning was made for the S1 interface, in where the S1 Setup procedure is sent eNB to MME.
Relation F1 Setup and O&M system
Thus, with these assumptions in mind, we can easily create the following setup example.
[image: ]
Figure 1: DU Setup example

As a start, we assume that the CU and DU1 and DU2 are already deployed in the geographical area. DU:n hardware has just been added to the site.
1. Via implementation specific O&M the new DU hardware is configured. This configuration would include vendor specific parameters (binding baseband hardware to radios and antennas, …) as well as 3GPP specific parameters (cell IDs, which CU to contact, …). This configuration also includes transport network parameters for how to reach the CU (IP Address, …).
2. When a SCTP connection has been established, the DU sends the F1 Setup message to the CU. This message includes all DU related 3GPP parameters that should be known to the CU (cell ID, …)
3. The CU admits the DU to the network by answering with a F1 Setup Complete. This message should include any 3GPP parameters that are known to the CU but should be known also in the DU. The F1 Interface is considered established.
From this example, it is possible to draw the following conclusions:
· The parameter exchange over a standardized interface, can only include parameters known to the standard. As a consequence, there will always be a need for implementation specific configuration.
· There is not point specifying a configuration procedure that only contains a subset of the needed information. The full configuration process will not be possible to run in a multi-vendor environment. Thus, for simplicity, and with the ambition to have the F1 interface to work in a multi-vendor environment, we should focus the F1 interface towards the traffic part, and leave the CU and DU configuration for implementation specific O&M.
Proposal 2: It is proposed that the CU and DU are managed by means of implementation specific O&M that are not visible on the F1 interface.

Conclusion
In this contribution we have examined the F1 Setup procedure, which lead to the following observations and proposal.
1. In a typical deployment, the gNB CU will be deployed first, and gNB DU(s) will later be added in the same geographical area.
We note that apart from greenfield deployments, this way or working also fits with the network densification scenario, i.e. when a DU is added to an existing network deployment for capacity/coverage reasons.
We also note that the similar reasoning was made for the S1 interface, in where the S1 Setup procedure is sent eNB to MME.
Which leads us to the following proposals:
Proposal 1: The F1 Setup procedure shall be initiated from the DU, and can have both a successful and unsuccessful outcome.
Proposal 2: It is proposed that the CU and DU are managed by means of implementation specific O&M that are not visible on the F1 interface.

Annex A: TP for 38.401
*************** START OF MODIFIED SECTION***********
[bookmark: _Toc479931160][bookmark: _Toc483499665][bookmark: _Toc483507189]10.3.2.2.2	F1 interface management function
The error indication function is used by the gNB-DU or gNB-CU to indicate to the gNB-CU or gNB-DU that an  error has occurred.
The reset function is used to initialize the peer entity after node setup and after a failure event occurred. This procedure can be used by both the gNB-DU and gNB-CU.
The F1 setup (respectively the gNB-DU and gNB-CU configuration update) function allows to exchange (respectively update) application level data needed for the gNB-DU and gNB-CU to interoperate correctly on the F1 interface. The F1 setup is initiated by the gNB-DU (FFS).
Editor’s note: The space of NR Cell ID, and how/whether to map them in the gNB-CU are FFS.
[bookmark: _Toc479931161][bookmark: _Toc483499666][bookmark: _Toc483507190]10.3.2.2.3	gNB-DU management function (FFS)
The gNB-DU and gNB-CU are managed by implementation specific O&M.
Editor’s note: Whether gNB-DU is managed by O&M or by gNB-CU is FFS. The impact on F1 interface is FFS.
***************END OF MODIFIED SECTION***************
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