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<<<<<<<<<<<<<<<<<<<< First Change >>>>>>>>>>>>>>>>>>>>

Annex A
:
Deployment scenarios of disaggregated NG RAN nodes (Informative)
A.1
General

This Annex illustrates possible physical realisations of various deployment options of a disaggregated NG RAN node. It provides information how NG RAN internal logical entities (DU, CU-C, CU-U), NG and Xn interface terminations (NG-C/U, Xn-C/U) and internal interface terminations (F1-C/U, E1) map to a possible deployment.
Editor’s Note:
Per agreement, CU is separated in CP and UP parts, whether E1 remains a reference point or will be specified as an interface is different discussion. This needs to be revisited.

A.2
Deployment option for eMBB – higher layer CP and UP entities are deployed in a centralised manner
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Figure A.2-1: CP and UP entities are deployed in a centralised manner

This deployment option foresees to disaggregate an NG-RAN node into 3 types of physical network entities: a Distributed entity and two Central entities, one for CP and and one for UP functions. These entities constitute a logical NG-RAN node.

SDAP/PDCP is deployed in a “Central UP entity”. This entity also contains NG-U and Xn-U terminations.
RRC and all external CP interface terminations are deployed in a “Central CP entity”.

Editor’s Note:
Per agreement, CU is separated in CP and UP parts, whether E1 remains a reference point or will be specified as an interface is different discussion. This needs to be revisited.
Editor’s Note:
Figure A.2-1 shows the deployment scenario for an NG-RAN Node providing NR access.
A.3
Deployment option for low latency use cases – all UP entities deployed in a distributed manner
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Figure A.3-1: UP entities deployed in a distributed manner

To allow use cases with low latency requirements the higher layer UP Uu stack is deployed in a distributed manner in a “Distributed entity”
This results in a deployment option consisting of 2 physical network entities, a “Distributed entity” and a “Central CP entity”. These 2 entities constitute a logical NG-RAN node.

Editor’s Note:
Per agreement, CU is separated in CP and UP parts, whether E1 remains a reference point or will be specified as an interface is different discussion. This needs to be revisited.

Editor’s Note:
Figure A.3-1 shows the deployment scenario for an NG-RAN Node providing NR access.

A.4)
Control plane functions distributed
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Figure A.4-1: RRC co-located with the DU in a distributed entity for low latency C-Plane

For use cases which require low CP latency, RRC is located in the distributed entity, together with protocol terminations for Xn-C and NG-C, while the user plane functions are centralised.
This results in a deployment option consisting of 2 physical network entities, a “Distributed entity” and a “Central UP entity”. These 2 entities constitute a logical NG-RAN node.

Editor’s Note:
Per agreement, CU is separated in CP and UP parts, whether E1 remains a reference point or will be specified as an interface is different discussion. This needs to be revisited.

Editor’s Note:
Figure A.4-1 shows the deployment scenario for an NG-RAN Node providing NR access.
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