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1 Introduction

RAN3 assumed "the procedures defined under section 10.1.2.8 (Dual Connectivity operation) in TS 36.300 [12] can be a reference for defining the new Xn based procedures, in which gNB and eLTE eNB connected via Xn are considered to have the role similar to MeNB and SeNB, respectively." The procedural aspects are not discussed for tight interworking option 4/4a and 7/7a. This contribution includes further details regarding message and signaling in Xn.  
2 Discussion
In order to support the new QoS model in 5G, the RAN need to have a mapping function to map the QoS flow to the DRB. There will be corresponding change in the Xn interface. It was assumed the DC in new RAN will follow the general principle defined in LTE DC. The master eNB (MNB) and the slave eNB (SNB) connected via Xn are considered to have the role similar to MeNB and SeNB in LTE. Below figure shows tight interworking options endorse the new QoS model. Beside the similarity, the design for DC procedure  in new RAN should consider below additional aspects.
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Option 4/4a
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Option 7/7a


In tight interworking option 4/4a and 7/7a, the MNB is connected to NGC. The core network transmits QoS flow in the per-PDU session tunnel to the master node. When the MNB decide to establish dual connectivity, the impact for new QoS model should be considered. Currently, RAN2 has discussion on the inter-RAT DC, but there is little discussion for the intra-RAT. Probably  the dual connectivity procedure used for inter-RAT DC will be used for gNB-gNB case for free, the impact of  new QoS model for intra-RAT case is similar as the impact for interworking cases.
For Split bearer
For the split bearer, as showed in the above figure, the MNB receives QoS flows and map QoS flow to DRB. After PDCP protocol handling, some PDCP PDU are split to the SNB. From the SNB point of view, it only sees the PDCP PDU, and doesn't know the QoS flow information which is terminated between CN and the MNB. The impact for new QoS model in Xn interface for split bearer include:
· Identifier for the split bearer. There should be an identifier to indicate which bearer is established in SeNB in Xn messages. E-RAB Id is used for this purpose in LTE. With the new QoS model, there is no E-RAB Id in NG interface. In Xn interface the QoS flow id is not proper since the split data is below PDCP layer. and the QoS flow is assumed to be above the PDCP layer. Therefore a new identity is need to identify the user plane in Xn, which is one identity per DRB. We can re-use DRB Id as the Xn bearer identity, alternatively can define a new Xn bearer identity. 
· Data tunnel in Xn interface. A tunnel need to be setup in the Xn. This tunnel is used to forwarding data between MNB and SNB for split bearer. There seems to be two options for handling the transport of the split bearer in NR-RAN. 
Option 1: One tunnel per PDU session. Data from multiple split bearers are transmitted in one tunnel. The SNB need to know the split bearer Id in order to route the data to correct radio bearer. i.e. in the GTP-U header, a split bearer Id (DRB Id or a identity can unique identity the split bearer in Xn) is needed to identity the data to be sent in SNB.
Option 2:  Alternatively, we would have DRB specific tunnels (like in LTE) for the split bearer case. 
Considering the flow control for split bearer, the Xn-SN and available buffer status is set for per-DRB. If the tunnelling is per-DRB, the legacy flow control frame can be inherit. If the tunnelling is per-PDU session, the impact to the flow control frame should be considered. 

Proposal 1: For the split bearer, An identifier is  needed to identify the split bearer in the secondary node. 
Proposal 2: For the split bearer, a tunnelling per split bearer is established between the master and secondary nodes.
For SCG bearer
For the SCG bearer as showed in the above figure, the SNB receives QoS flows and map QoS flow to DRB. The impact for new QoS model in Xn interface include:
· If a SCG bearer is establish in the SNB, the SNB should know the QoS flow information and decide the mapping rule. The mapping rule decided by the SNB maybe not same as the mapping rule in the MNB. The MNB should notify the QoS flow information to the SNB. The previous mapping rule in the MNB can be included in the RRC container. 
· Data tunnel in NG interface. There is one tunnel per PDU session established between NGC and MNB, with the same spirit, there will be one tunnel per PDU session established between NGC and SNB. So the PDU session Id should be known by the SNB.

· Data tunnel in Xn interface. A tunnel in Xn may be need to be setup. This tunnel is used for data forwarding for SCG bearer when setup/release the SCG bearer. In the SCG bearer setup, the PDCP layer is re-established, the PDCP PDU needn't be forwarded. The forwarding data is fresh data received in NG without SN. As discussed in split bearer, there are two options for handling the transport of the SCG bearer in NR-RAN. 
Option 1: Per PDU session tunnelling. The SNB should know the QoS flow information in order to map the data to correct radio resource. In the GTP-U header, a QoS flow Id is needed to identity the data belong to which QoS flow. It is not new thing since QoS flow Id is needed in NG interface. 
Option 2:  Alternatively, we would have DRB specific tunnels (like in LTE) for the SCG bearer case. The MNB decide which QoS flows are mapping into one DRB. In the Addition Request message, the MNB tell the SNB which DRB is proposed for data forwarding, and then the SNB establish a tunnel for this DRB. 
In option 2, one issue is the mapping decision in the SNB may be not same as the decision made by the MNB. It could happen that packets of a QoS flow would be forwarded in a tunnel for DRB1, but actually the SNB remaps this QOS flow and the end result is that they are handled on a different DRB2. In this case, the SNB needs to know the QoS flow information from the GTP-U header, depends on QoS flow marker, the data are sent to different PDCP. Even the tunnel is established per SCG bearer, but there is no 1-1 mapping between the tunnel and radio bearer in SNB. 
Compare option 1 and option 2, the forwarding data format are same (i.e. need QoS flow marker in the header) and the tunnel number in option 2 is more. And in the Xn message, the split bearer/SCG bearer are Choice Type, only one type is included. There is no need to use a unified method. So we think for the SCG bearer, the forwarding tunnel could be per-PDU session.
Proposal 3: For SCG bearer, the secondary node need to know the QoS flow information. 
Proposal 4: For SCG bearer, the master node can request per PDU session tunnelling established between NGC and SNB. 
Proposal 5: For SCG bearer, a tunnelling per PDU session for data forwarding is established between MNB and SNB.
Besides the new Qos model impact, inter-RAT UE capability coordination is another aspect different from LTE. It is applied to tight interworking option 4/4a and 7/7a, and also applied to tight interworking option 3/3a.

· The impact to RAN3 is whether need carry additional information in XnAP or XxAP for capability coordination. If the new information is carried by RRC container, there will be no additional information in XnAP or XxAP. RAN2 first needs to determine what information should be exchanged between master and slave and then the impact to RAN3 will be clear. 
Xn interface need to support new QoS model and inter-RAT capability coordination. Therefore we think Xn is different from X2 and propose the below new procedure are defined for option 4/4a and option 7/7a.
-
SNB Addition

-
SNB Modification (MNB initiated SNB Modification)

-
SNB Modification (SNB initiated SNB Modification)

-
Intra-MNB handover involving SCG change

-
SNB Release (MNB initiated SNB Release)

-
SNB Release (SNB initiated SNB Release)

-
Change of SNB
-
MNB to new RAN(gNB/eLTE eNB) Change

-
SCG change
RAN3 assume the roles for master Node and secondary Node in NR are same as MeNB and SeNB in LTE. But there may be some difference regarding the measurement, i.e. SNB may be able to configure NR SCG cell by itself. It is not same as in LTE. In LTE, only the MeNB can configure a SCG cell. So we propose to add a Note about the potential changes.
Proposal 6: It is proposed to use new message names for option 4/4a and option 7/7a.

3 Proposals
In this document, the changes on Xn interface to support dual connectivity for option 4/4a and option 7/7a were discussed, the below proposals are suggested. The corresponding text proposal is in R3-170044.
Proposal 1: For the split bearer, An identifier is  needed to identify the split bearer in SNB. 
Proposal 2: For the split bearer, a tunnelling per split bearer is established between MNB and SNB.

Proposal 3: For SCG bearer, the SNB need to know the QoS flow information. 
Proposal 4: For SCG bearer, the MNB can request per PDU session tunnelling established between NGC and SNB. 
Proposal 5: For SCG bearer, a tunnelling per PDU session for data forwarding is established between MNB and SNB.

Proposal 6: It is proposed to use new message names for option 4/4a and option 7/7a.
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