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Introduction
This TP responds to the agreements reached during the RAN3 NR ad hoc meeting to capture a list of challenges relative to standardisation of low layer split options.

Text proposal
Beginning of Text Proposal 1
Annex X

Functional split options 5, 6 and 7 allow for scheduling of data transmission in the CU. There is a large amount of information that needs to be exchanged between CU and DU that makes the definition of a standard interface very complex and demanding. 
In addition, the information between CU and DU might depend on the adopted scheduling policies and radio configuration, which may tightly be related to implementation. The latter makes the definition of an interface design for option 5, 6 and 7 very difficult to achieve in 5G overall timeline. 
Further, the information to be exchanged over such interfaces depend on other implementation specific aspects such as hardware capabilities, utilization and processes virtualization. Overall, specification of such interfaces in a way that can work for all possible implementations seems very challenging and complex. 

As an example of issues that can be encountered when attempting to standardize option 5, 6 and 7, the following points can be taken (for further details please see R3-170171):

Standardization issues with option 5:
In this configuration, it is assumed that the high-MAC in the CU takes high-level scheduling decisions and forwards these decisions to the low-MAC in the DUs. The DUs are required to perform scheduling-related information processing and reporting. It is also assumed that the DUs need to adapt the high-level scheduling decisions taken at the CU using time critical information (e.g., HARQ error level and required HARQ retransmissions) which are only available locally at the DUs. It is assumed that splitting the scheduler between the CU and DU is mainly motivated by the potential to pool baseband hardware resources and to cope with slightly worse transport than the case of a fully centralized scheduler. It is instead reasonable to assume that from a performance perspective a monolithic centralized scheduler would always be more efficient (as it possesses all necessary information to optimize the resource allocation). It is also important to note that only the CU scheduler can make multi-cell scheduling decisions (e.g. for features like multi cell  MIMO, coordinated “nulling”, dynamic scheduling for interference reduction) and this would then not apply for HARQ retransmissions that are performed locally at the DU.  The later corroborates the statement that maintaining a single scheduler, i.e. without splitting MAC, leads to optimal performance.
In order to perform high-level scheduling decisions, the high-MAC in CU requires a large number of information that need to be sent over the CU-DU interface. For example, the high-MAC requires information about the active users and traffic flows in the DUs (e.g., QoS flow info, data buffer status, UE-specific channel information). The specific information that are exchanged over the CU-DU interface depend on the adopted scheduling policy and on how the scheduling decisions are divided between the high-MAC in CU and the low-MAC in DU. In addition, the delivery of data from high-MAC to low-MAC is very time-critical and the transport delay requirements may depend on how the scheduling decisions are divided between CU and DU. In some cases, the transport delay requirements between CU and DU may be very tight, which would eliminate the main advantage of option 5 with respect to option 6 and 7. Additionally, it is an implementation specific issue how to split scheduling decisions. This is because it is up to RRM implementation to decide which radio resource policies should be coordinated centrally and which should be specific to a DU. The latter depends on how persistent/semi-persistent/dynamic certain resource policies are per UE and per traffic type.
Based on the above considerations, an interface for option 5 is very difficult to standardize because: 1) the signalling between DU and CU depends on the adopted scheduling algorithm and on the choice of which resource allocation processes are centralised and which not; 
2) the interface design might impact the applicability and performance of some innovative scheduling solutions; 
3) this interface makes it complex to change and update the scheduling algorithm because both the CU and DU parts of the scheduler need to be harmonised simultaneously (to configure the CU and DU parts of the scheduler in a consistent way, some implementation specific configuration data might need to be exchanged over the interface);
4) the transport delay requirements depend on how the scheduling decisions are divided between CU and DU; 
5) how scheduling decisions/policies are distributed between CU and DU is implementation specific and depends on how persistent/semi-persistent/dynamic RRM policies are

Standardization issues with option 6:
In this case all the scheduling decisions are taken at the CU and transmitted to the PHY layer in the DU. However, the scheduling decisions will depend on the adopted radio configuration (e.g., beamforming scheme) employed at the DU as well as radio measurements performed by the DU. This significantly impacts the amount and the type of information that needs to be exchanged between CU and DU. 
For example, a radio configuration that allows for very directional beams, would require that beam-specific scheduling information, describing reuse of resources in a narrow beam area, are exchanged between CU and DU. On the other hand, a radio configuration where beams are more similar to sectors would not require to exchange beam-specific scheduling information between CU and DU, but it might be rather based on beam-edge interference coordination.  
Another crucial aspect is that the CU should possess a number of hardware-specific (and vendor-specific) information about the DU. Examples of this information could be:
· How many simultaneous beams and users the DU can handle; 
· what kind of different beamforming degrees of freedom can be used (beam shape and nulling properties); 
· what power save states are available and what time constants they have for power on/off. 

All of these aspects affect the link adaptation and scheduling algorithm/strategy.  
Consequently, standardizing an interface for option 6 that can take into account for all the possible radio configurations (e.g., beamforming schemes), related scheduling policies and CU-DU hardware characteristics is challenging. In fact, given that each of the radio configurations may be plausible depending on how to manage resources, one could even say that standardizing an interface for option 6 that can take into account for all the possible configurations is very challenging and complex.   

Standardization issues with option 7:
In this option RF and part of PHY layer are in DU, while the upper layers are in CU. This option is further divided in three sub-options: based on how the PHY layer functions are split between CU and DU. Since in all these options the scheduler is in the CU, the traffic between CU and DU depends on the adopted radio configuration (e.g., beamforming scheme) and related scheduling policies (similar as for option 6). In addition, in option 7-2 and 7-1 the “Layer Mapping” and “Precoder Generation” functions are in the CU. Consequently, the traffic between CU and DU might depend on the adopted MIMO technique (e.g., single- or multi-user MIMO) and precoding technique (e.g., digital, analog or hybrid). This makes it challenging to design a good interface for options 7-1 and 7-2. 
Given the fact that option 7 splits PHY processes across two different units, and given that these processes are tightly coordinated with one another, the same observations made for Option6 are valid in Option 7. Namely, in Option 7 the CU needs to have information about DU’s hardware capabilities such as
· How many simultaneous beams and users the DU can handle; 
· what kind of different beamforming degrees of freedom can be used (beam shape and nulling properties); 
· what power save states are available and what time constants they have for power on/off. 
 The DU would need to know the possible radio configurations that can be supported by the DU. Therefore, it is very challenging and complex to specify such configuration e.g., antenna technology in use, hardware design, PHY design etc. in 5G overall timeline.
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In light of the above issues and considering the 5G overall timeline it should be noted that standardization of options 5, 6 and 7 presents a number of challenges 
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