
3GPP TSG RAN WG3 Meeting NR#1
R3-170249
17nd-19th January 2017
Spokane, (USA)
Agenda Item:
10.7.1.
Source:
Mitsubishi Electric

Title:
Fronthauling: About the standardisation of lower layer splits 
Document for:
Discussion  and Decision
1. Introduction

The RAN split into centralized units (CU) and distributed units (DU) has attracted the attention of the RAN3 over several meetings. For example, in RAN3#92 a group of operators presented the motivation for the standardisation of open interfaces between multi-vendors CU and DUs, with different split options [1]. In RAN3#94 another contribution from operators shown the need to realize the multi-vendors CU-DU operation by the means of choosing one higher layer split and one lower layer split, RAN3 group being expected to create the CU-DU interface in the NR WI [2]. It has then been agreed that higher layer splits include options 1-3, and low-layer splits options 5-7 [3]
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[4].
The split options are recalled here for sack of clarity: 

· Option 1: RRC is in the CU/ PDCP, RLC, MAC, physical layer and RF are in the DU

· Option 2: RRC, PDCP are in the CU. RLC, MAC, physical layer and RF are in the DU.
· Option3: Low RLC (partial function of RLC), MAC, physical layer and RF are in the DU. PDCP and high RLC (the other partial function of RLC) are in the CU.

· Option4 (MAC/RLC split): MAC, physical layer and RF are in the DU. PDCP and RLC are in the CU. 
· Option5 (intra MAC split): RF, physical layer and some part the MAC layer (e.g. HARQ) are in the distributed unit. Upper layer is in the central unit.
· Option 6 (MAC/PHY split): Physical layer and RF are in the distributed unit. Upper layers are in the central unit.
· Option 7 (intra PHY split): Part of physical layer function and RF are in the distributed unit. Upper layers are in the central unit.
This contribution present our view on the issues associated with the standardisation of low layer CU/DU split, i.e. options 5, 6, 7 of the list above and show that the standardization of lower layer split is challenging but still feasible. 
2. Discussion
Contributions [1]
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[2] shows that the multi-vendors CU-DU scenario is considered as beneficial by a majority of operators, with a need for the standardization of one high level split and one low level split.

The low level splits considered in TR 38.801 [5] are described by options 5, 6 and 7. In the following, we will describe our view on the standardisation issues related to these different options.

2.1. Option5: (Intra MAC split)

This option splits the MAC of the base station between low level MAC that is performed in the DU and high level MAC that is performed in the CU. For example, the HARQ and some radio specific functions are performed in the DU while inter-cell coordination and scheduling is placed in the CU [5]. One advantage of this option is to increase the flexibility of deployment since a single CU is expected to manage unbalanced traffic situation between several DUs. Option 5 requires the implementation of a medium access control distributed between CU and DU, with the need for coordination between low level and high level MACs through a TNL. 
Hence, option 5 could be sub-optimal compared to a solution with all components in the same box, but it would provide gain on system resource optimisation thanks to easier inter-cell coordination and more central scheduling. Moreover the scheduling at the CU can be performed on groups of users that are chosen at the DU’s to minimize the overhead over the CU-DU interface. The information needed to coordinate CU and DU is not directly dependent on the scheduling algorithm used in the CU since this scheduling may be viewed here as a reservation of a pool of resources for a group of users attached to a group of DUs. It seems then possible to define parameters to be exchanged over the CU-DU interface without constraining the scheduling algorithm itself.
2.2. Option 6: (MAC/PHY split)

In this option, PHY and RF layers are located in the DU and higher layers, starting from the MAC, are located in the CU. The MAC is centralized in the CU and receives information from distributed physical layers. Scheduling decisions are made in the CU, based on information coming from the physical layer in the DUs. The CU transmits scheduling decisions that will be used by the DUs for radio transmissions. In this option, there is no need for specific MAC coordination as in option 5 but there is a need for coordination between CU and physical layers located in the DUs. Option 6 requires the exchange of lower level information compared to option 5, imposing a tighter delay and higher throughput overhead when compared to option 5.
However, this information can be compressed to reduce the overhead over the CU-DU interface. Moreover, this information does not necessary depend on the scheduling algorithm used in the CU since the scheduling can be performed on the output of an abstraction of the physical layer. 

2.3. Option 7: (PHY/RF split)

In this option, part of physical layer function and the RF is located in the DU while the remaining physical layer components and higher layers are located in the CU. The DUs transmit low level RF information to the CU, that will be used as input for the physical and higher layers located in the CU. The low level RF information to be exchanged is mainly related to channel state quality indicator (CQI) and may be used for precoder generation/MU-MIMO techniques at the CUs. This kind of information is independent from the specific algorithm used in the physical layer at the CU. The transmission of this low level information imposes tighter delay and throughput constraints over the transport network with respect to options 5 and 6.  Moreover, the standardisation effort needed may be higher since this option 7 defines new reference points and has impacts on the design of the hardware architecture. However many projects and SDOs are already tackling these issues. 

2.4. Summary
Option 7 would require a relatively high standardisation effort compared to options 5 and 6 since low level RF information should be defined. Option 6 would also require the definition of physical layer information along with a physical layer abstraction. Standardisation effort for option 5 could be lower thanks to the higher level of information  to be exchanged.
However, the information to be transmitted over CU-DU interface is generally independent from the processing to be performed at the CU, so it seems possible to standardise a low-layer split interface while letting freedom on the algorithms that each vendor could define and implement.
3. Conclusion
C-RAN is an architecture solution already deployed today which has proved actual advantages. It is not expected that NG-RAN would regress on that point. A CU/DU split at low layer is the continuation of this approach, with relaxed constraints on transport network to cope with the higher throughput NR will offer.
The standardisation of a low-layer split between CU and DU will require a significant effort, but has technical advantages and are supported by many operators as described in [1], [2]. The standardisation effort seems to be relatively low for option 5, probably higher for options 6 and 7.
In order to allow NG-RAN to be future proof we propose that that beyond the focus on the next release, NG-RAN should also look at longer term and consider standardising low-layer CU-DU split.
Proposal: the standardisation of a low level split option should be considered. 
4. References

[1] R3-161380, “Motivation for standard interface between central and distributed units”, NTT-DOCOMO, KT, Softbank, TIM, Verizon, SKT, Deutsche Telekom, CMCC, AT&T, RAN3#92.

[2] R3-163163, “CU-DU split option selection and interface specification”, NTT-DOCOMO, Fujitsu, CMCC, KT, SK telecom, DT, Orange, Telecom Italia, Verizon, KPN, RAN3#94.
[3] R3-162686, "Definition of Split Option 4", InterDigital Communications, RAN3#94

[4] R3-163214, "CU-DU spit option selection and interface specification", NTT DOCOMO, RAN3#94

[5] 3GPP TR 38.801 v1.0.0, “Study on New Access technology: Radio Access Architecture and interfaces”.  
3

