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Introduction
Option 3-1 is an intra-RLC split option in which the ARQ function is performed in the central unit (CU) [1]. In TR 38.801 v100 the following advantages of option 3-1 are captured.
Start quotation 
Benefits and Justification:  
· This option will allow traffic aggregation from NR and E-UTRA transmission points to be centralized.  Additionally, it can facilitate the management of traffic load between NR and E-UTRA transmission points.
· This option may have the advantage of being more robust under non-ideal transport conditions because the ARQ and packet ordering is performed at the central unit.
· This split option may also have better flow control across the split.
· Centralization gains: ARQ located in the CU may provide centralization or pooling gains.
· The failure over transport network may also be recovered using the end-to-end ARQ mechanism at CU. This may provide protection for critical data and C-plane signalling.
· DUs without functions of RLC may handle more connected mode UEs as there is no RLC state information stored and hence no need for UE context.
· It may reduce processing and buffer requirements in DU due to absence of ARQ protocol.
· Could be used over multiple radio legs of different DUs for higher reliability (U-Plane and C-Plane).
· This option may provide an efficient way for implementing intra-gNB RAN-based mobility.
· This option may provide an efficient means for implementing integrated access and backhaul to support self-backhauled NR TRPs.
End quotation 
Despite these potential benefits, option 3-1 also presents some open issues that need to be addressed. During the last RAN3 meeting we presented a paper discussing the issues with option 3-1 [2]. In this paper, we foster the discussion on the issues with option 3-1 and we propose to capture these issues in TR 38.801. We propose that these issues are properly addressed before potentially moving forward with the definition of a “stage 2” interface for option 3-1. 
Issues with centralized ARQ
A discussion about the centralization of the ARQ function has been recently carried out in RAN2. In this context, we presented a paper [3] explaining some disadvantages of having the ARQ function in the central unit (CU). These disadvantages are based on the experience from UMTS/HSDPA, where the centralized ARQ caused several problems in the field. Most of the companies in RAN2 seemed to agree with the observations raised in [3]. During the last RAN3 meeting, we presented a similar paper discussing the issues with centralized ARQ (option 3-1) [2]. Again, most of the companies seemed to agree with our observations. In the following, we reiterate on the issues with centralized ARQ and we propose that these issues are properly addressed before potentially moving forward with further descriptions of option 3-1.
2.1) Tuning ARQ parameters 
The ARQ function relies on several timers and counters that need to be carefully tuned to match the characteristics of the underlying links. Tuning these parameters in option 3-1 becomes very difficult because it is necessary to account for varying transport network latency and varying queuing delay in the DU. If the ARQ parameters are not configured correctly, the RLC protocol may be slow and inefficient. 
Observation 1: Tuning the ARQ parameters (i.e., timers and counters) may be difficult because it is necessary to account for varying transport network latency and varying queuing delay at the DU. 
2.2) Congestion-related losses in the transport network
In case of non-ideal transport, a congestion might happen in the transport network that leads to loosing RLC PDUs. In option 3-1, the centralized ARQ entity cannot distinguish if the loss of RLC PDUs happened because of a transmission error in the Uu interface or because of a congestion in the transport network, and will trigger the retransmission of the missing RLC PDUs. Unfortunately, this retransmission increases the load on the transport network, worsening the congestion and leading to additional RLC PDU losses. In addition, a long congestion in the transport network may trigger a large number of consecutive ARQ retransmissions, causing the RLC to reach the maximum number of retransmissions and to signal to the PDPC a radio link failure (RLF). This RLF is conceptually wrong because there is no actual RLF, but only transport congestion. The RLF may in turn cause the connected UEs to perform a (unnecessary) RRC connection re-establishment procedure.
Observation 2: In case of RLC PDU losses due to a congestion in the transport network, the centralized ARQ will trigger retransmissions, thus increasing the congestion and leading to additional losses. This is due to the fact that the centralized ARQ cannot distinguish between transmission losses over the Uu interface and congestion-related losses in the transport network. Long congestions in the transport network may lead the RLC to reach the maximum number of retransmissions and to signal an erroneous radio link failure (RLF) to the PDCP. 
2.3) Fairness toward other types of access technologies 
In scenarios where the transport network is shared among different access technologies the centralized ARQ protocol can lead to disadvantages and create fairness issues. This is due to the fact that, in case of a congestion in the transport network, the centralized ARQ “hides” the congestion to the transport layer protocol (e.g., SCTP or TCP). In this way the transport layer protocol reacts slowly. In turn, this leads to using the transport resources less efficiently with respect to other access technologies (e.g., LTE or WLAN) that expose faster the congestion to the transport layer protocol, creating fairness problems.
Observation 3: The centralized ARQ might create fairness problems when the transport network is shared among different access technologies. The reason is that the centralized ARQ hides the transport congestions to the transport layer protocol (e.g., TCP), making it slower in reacting.
2.4) Intra-gNB Mobility  
In the current version of TR 38.801 [1] the following advantage is captured for option 3-1: 
· This option may provide an efficient way for implementing intra-gNB RAN-based mobility.
This observation is based on the argument that by having ARQ centralized it is possible to perform the handover without RRC involvement, since the RLC machine is maintained during the handover. However, it is important to consider that the MAC/PHY layers still need to be configured in the target cell. This involves signalling between the CU and the target DU to configure the MAC/PHY layers. Consequently, it is not obvious that this type of handover will be more efficient than a conventional RRC handover. 
Observation 4: It is not obvious that the centralized ARQ provides a more efficient way of implementing intra-gNB handover with respect to the conventional RRC handover. 
2.5) Self backhauling   
In the current version of TR 38.801 [1] the following advantage is captured for option 3-1: 
· This option may provide an efficient means for implementing integrated access and backhaul to support self-backhauled NR TRPs.
It is important to consider that there might be circumstances in which the centralized ARQ with self-backhauling may become a disadvantage. For example, if the backhaul link introduces losses, the ARQ retransmissions, which is much more frequent than a PDCP retransmission, must be anyway done end-to-end, i.e., over both access and backhaul links. This leads to wasting radio resources on the access link.  In addition, it makes even more difficult to correctly tune the ARQ parameters. On the other hand, a distributed ARQ would in this scenario provide separate ARQ loops over each link, making each link reliable. With a distributed ARQ, end-to-end RLC feedback from/to UE is not required since the central node (with PDCP) only needs to trigger re-transmissions when the RLC is flushed. 
Observation 5: There might be circumstances in which the centralized ARQ with self-backhauling may become a disadvantage.

Conclusions
In this paper we analyzed option 3-1 and we highlighted some potential issues with placing the ARQ function in the CU. 
Observation 1: Tuning the ARQ parameters (i.e., timers and counters) may be difficult because it is necessary to account for varying transport network latency and varying queuing delay at the DU. 
Observation 2: In case of RLC PDU losses due to a congestion in the transport network, the centralized ARQ will trigger retransmissions, thus increasing the congestion and leading to additional losses. This is due to the fact that the centralized ARQ cannot distinguish between transmission losses over the Uu interface and congestion-related losses in the transport network. Long congestions in the transport network may lead the RLC to reach the maximum number of retransmissions and to signal an erroneous radio link failure (RLF) to the PDCP. 
Observation 3: The centralized ARQ might create fairness problems when the transport network is shared among different access technologies. The reason is that the centralized ARQ hides the transport congestions to the transport layer protocol (e.g., TCP), making it slower in reacting.
Observation 4: It is not obvious that the centralized ARQ provides a more efficient way of implementing intra-gNB handover with respect to the conventional RRC handover. 
Observation 5: There might be circumstances in which the centralized ARQ with self-backhauling may become a disadvantage.
Proposal 1: There are open issues with centralized ARQ that need to be addressed before potentially moving forward with the standardization of a “stage 2” interface for option 3-1.  
[bookmark: _GoBack]Proposal 2: RAN3 is asked to agree on the text proposals in R3-170204 (based on above observations).
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