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1. Introduction
SA2 also technically endorsed a number of P-CRs for “solution 2” for NB-IoT based on the agreements reached by the group. 

However, details of the handling of data sent via the MME have not been addressed in detail by SA2: in part, this is because SA2 has left the data handling mechanisms of the existing RATs to other committees (i.e. RAN 2 for the RLC and PDCP protocols for UTRAN and E-UTRAN, and CT 1 for the LLC and SNDCP protocols for GPRS).

This paper introduces an aspect that Vodafone believes RAN 3 can, and should, consider. 


2. Key attributes of “Solution 2” from TR23.720
The rather rapid generation of TR 23.720 over the last 8 months has meant that some of the background to solution 2 in SA2’s earlier TR(s) has been omitted.
However, the key to its NB-IoT battery life gains (and its reasonable ‘exception reporting’ latency) over “release 12” EPS mechanisms lie in the ability to send/receive data by reusing the NAS security context in MME & UE, and maintaining the IP header compression context during long periods of inactivity.

Note:    there can be considerable confusion caused by different usages of terminology. The author prefers to try and use the term “data via the MME” rather than terms such as “data over NAS”. 


3. Handling of signalling queued behind data packets
An undocumented SA2 assumption is that the “data via MME” should not normally cause IP-level IP packet fragmentation, i.e. “small data via MME” must handle a payload of “1500 bytes plus a small number of bytes” (e.g. 1600 bytes).

At extreme coverage, NB-IoT can have a rather low data rate, e.g. perhaps only 160 bit/s (Annex A, TR 45.820). At this data rate, a 1600 byte packet would take 80 seconds to be delivered!

The NB-IoT radio interface will use a very simple RLC protocol that only transports one “thing” at a time – either ‘data’ or ‘signalling’, not both. (See the RAN 2 running CR to 36.300 which captures their agreements in R2-157187 on “solution 2” in section x.3.6.2 , “DL information transfer and UL information transfer messages are used to carry small data and carried over SRB1;…..; Data radio bearer (DRB) is not used”)

Having a signalling (or SMS) message queued for potentially 80 seconds behind one data packet does not lead to an elegant EMM or ESM protocol, and, can be expected to cause problems to SMS protocols running to nodes e.g. outside of the VPLMN. 

One simple solution is to cut the data packet up into smaller PDUs, and for the E-UTRAN to prioritise signalling over queued “data via MME” packets.

The use of a segmentation/reassembly in the MME and UE for the “data via MME” is discussed in C1-160358 submitted to their #95bis Nashville meeting (11-15 Jan 2016). C1-160358 suggests that (at least for NB-IoT) a SDU segmentation/reassembly function IS used with e.g. a default payload size of [200] bytes, and that the RAN (and UE’s lower layers) should prioritise transmission of signalling packets ahead of queued data PDUs.

Note that following segmentation of a large packet, the MME would promptly deliver all of the sub-packets to the eNB, i.e. they would NOT be buffered in the MME.

In the “NB-IoT software download case”, the problem/issue can be much worse because downlink data is buffered in the eNB and signalling could get queued behind multiple maximum size IP packets.

Proposal 1) the S1-AP signalling should enable the E-UTRAN to easily and clearly differentiate between signalling in (legacy) Downlink NAS Transport messages and downlink “small data sent via the MME”, e.g. different a S1-AP message name might be appropriate.

Observation 2) easy differentiation between “signalling” and “small data via the MME” on both the uplink and the downlink would facilitate easier generation of RAN O&M counters.


