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1 Introduction

Rel.4 will include the option of IP transport interfaces for the UTRAN. For interoperation with pure ATM/ AAL2 based nodes (e.g. R99 or later nodes) an interworking solution must be found. This contribution discusses the options how interworking could take place within the RAN.

2 Discussion

2.1 Interworking cases

As shown in Figure 1 there are principally 3 cases (3-5) where interworking between IP and ATM nodes on Iub and Iur is necessary.
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Figure 1. Interworking cases
The cases of interconnecting can be summarized as follows:

1. Iub/Iur - All ATM

2. Iub/Iur - All IP 

3. Iub - ATM RNC with IP  Node B

4. Iub - IP  RNC with ATM Node B 

5. Iur - IP  RNC with ATM RNC

2.2 Interworking Options

A design goal for the IP transport option within Rel.4 is to minimize the effects on the RNL ([1], sec. 5.2). The fact that an R99 node can be connected without having been upgraded to Rel.4 must be taken into account.
In the following three potential interworking options (dual stack operation, RNL IWU and TNL IWU)  should be considered:

2.2.1 Dual Stack operation within Rel.4 RNCs

Within the dual stack option a Rel.4 RNC must provide both stacks. Generally, it is assumed that only RNCs should provide both types of interfaces, so that Node Bs are either IP or ATM nodes. Nevertheless, for interworking case 3, where an IP based Node B is connected with a R99 RNC, also an interworking on Iub would be necessary. Within a pure IP or ATM environment the RNC must only provide one type of interface. 
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Figure 2. Dual Stack operation within Rel.4 RNCs

A Rel.4 IP node that needs to communicate with a pure ATM node (R99 or later) requires the complete ATM/AAL2 protocol stack. Beneficial of such an dual stack solution is, that it does not require a TNL control protocol on IP side. 

On Iub this solution would be quit sufficient, but on Iur there may be certain cases where a simple IWF or dual stack operation are not sufficient and an interworking unit (IWU) will be needed. (If interworking case 3 and 4 should be supported, also on Iub an IWU would be needed.)
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Figure 3. Full Meshed Iur

In the network, that is shown in Figure 3, are some RNCs pure IP based, some RNCs are pure ATM based and some RNCs are dual stacked. Assuming a network configuration where a pure IP based RNS borders on a pure ATM based RNS, the Iur interface between both RNSs must be supported.

A dual stacked RNC with an IWF in the middle would be able to communicate on both networks but would not be able to combine both parts of the network. In that case either an interworking unit is needed or a configuration as shown in Figure 3 is not possible and every RNC needs to support both interface types (IP and ATM).

2.2.2 Radio Network Layer IWU

An IWU can either be placed somewhere between the connecting nodes or can be integrated within one node. An IWU that comprises both, TNL and RNL would appear for example on one side as an full  IP node and on the other side as an full ATM node.

On transport network layer the IWU must support the translation between ATM and IP transport formats and QoS requirements. It must hold all states of active connections.

On radio network layer the IWU must translate some c-plane message into the corresponding message of the other protocol (e.g. exchange transport addresses)

It is FFS if states must be hold within the RNL and how much the effort for message translation is.
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Figure 4. Radio Network Layer IWU

Beneficial of an RNL IWU is that the pure IP node must not be aware if its correspondent node is an ATM or IP node. If a pure IP RAN does not need any TNL control protocol also the IP part of a mixed environment does not need it.

Disadvantages are higher complexity due to termination of RNL within IWU and higher number of interworking cases between different releases. 

2.2.3 Transport Network Layer IWU

Also an TNL IWU can either be placed somewhere between the connecting nodes or can be integrated within one node.
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Figure 5. Transport Network Layer IWU

On transport network layer the IWU must support the translation between ATM and IP transport formats and QoS requirements. It must hold all states of active connections.

Although it is conceivable that a pure IP TNL could work without a TNL control protocol a simple TNL IWU would probably require a TNL control protocol. At least this depends on the agreed addressing scheme for the IP transport.

2.2.3.1 Issue on TNL IWU control protocol

The following two figures show an example of a radio link setup request on Iur between an R99 and Rel.4 IP RNC. The first example, where the SRNC is a R99 and the DRNC is a Rel.4 IP RNC, avoids the usage of an TNL control protocol due to an appropriate choice of the binding ID and transport layer address within the RNSAP messages. In the second example, where the SRNC is a Rel.4 IP and the DRNC is a R99 RNC, the usage of a TNL control protocol is unavoidable. 

Figure 6 and  Figure 7 show the relevant information exchange on RNSAP and the involved primitives and messages of the AAL2 signalling protocol regarding [2] for each example.

In the first example the R99 SRNC requests a radio link setup. The Rel.4 DRNC RNL requests from its TNL resources for the new connection and receives an appropriate transport layer address and a binding ID. For example, the BID would be the UDP port, where the TNL is waiting for the new connection, and the transport layer address (TLA) would be a the code point (CP) that terminates at the IWU and identifies the DRNC. Therefore the Rel.4 TNL must have the knowledge that it is communicating with an ATM node. It provides an CP instead of an IP address and encodes the necessary information in a way that allows the IWU to establish the IP path later on. Within the radio link setup response message the UDP port number can be transported within the binding ID. Both information’s, TLA and BID, are transmitted via ALCAP to the IWU. The IWU maps code points to IP addresses and extracts the port number out of served user generated reference (SUGR). The mapping between code points and IP addresses must be configured by O&M within the IWU and within the TNL of the IP node. The IWU is than able to establish a UDP connection and to complete the ALCAP connection setup. Some ATM specific information’s like the link characteristics get either lost or translated into an IP equivalent IE.

Failure behaviour is FFS.
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Figure 6. Example 1: RNSAP: DCH RL Setup, SRNC = R99; DRNC = Rel.4

In the case where the Rel.4 IP RNC requests a radio link setup from the R99 RNC, the R99 RNC is not aware of the fact that it is communicating with an IP node. Beside,  it must choose the binding ID completely free (e.g. without the knowledge what ports are free on the IWU or the IP RNC ). The Rel.4 SRNC can map the TLA to an appropriate IP address but it can not map the binding ID to an appropriate UDP port number. Trying to map the binding ID to the port numbers results either in assigning a large number of IP addresses to both, the IP RNC and the IWU, or restricting the binding ID space within the R99 RNCs. Even if a trade off between numbers of needed IP addresses and restrictions of the binding ID space could be found, information like the link characteristics that can’t be generated within the IWU itself must be transmitted somehow to the IWU. For that purpose a TNL control protocol also on the IP side of the connection is necessary. 
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Figure 7. Example 2: RNSAP: DCH RL Setup, DRNC = R99; SRNC = Rel.4

3 Conclusion

· It must be clarified if an interworking on Iub (interworking case 3 and 4) should be supported or if an dual stack operation is sufficient for the Iub interface. 

· For the Iur interface an IWU is needed, which is either integrated within an UTRAN node or a independent box.

· An IWU that works only on TNL requires a TNL control protocol that must be specified within the standard.

4 Proposal

Its proposed to include section 2 and section 3 of this document into section 6.10 of [1].
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