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1 Introduction

In RAN3 #99 meeting [1], five architecture types are categorized and divided into two groups. Architecture group 1 is summarized as:

Architecture group 1: Consists of architectures 1a and 1b. Both architectures leverage CU/DU split architecture.

· Architecture 1a: 

· Backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. 

· Hop-by-hop forwarding across intermediate nodes uses the adaptation layer.

· Architecture 1b: 

· Backhauling of F1-U on access node uses GTP-U/UDP/IP. 

· Hob-by-hop forwarding across intermediate node uses the adaptation layer.

Architecture group 1 may be characterized as L2 relaying, since the UE related NG interface terminates at Donor-CU while the Donor-DU and IAB nodes perform L2 forwarding for CP and UP packets. For both architectures 1a and 1b, an adaptation layer needs to be introduced in the backhaul links. In the last RAN2 #102 meeting, some principles about the design of the adaptation layer have been discussed extensively. In this contribution, we present some further considerations about the adaptation layer design.
2 Discussion
1.1 Supported functions of adaptation layer

Based on the current agreements [2], the functions supported by adaptation layer for architecture 1a include

· Identification of the UE-bearer for the PDU,

· Routing across the wireless backhaul topology,

· QoS-enforcement by the scheduler on DL and UL on the wireless backhaul link,

· Mapping of UE user-plane PDUs to backhaul RLC channels,

· Others.

And the functions supported by adaptation layer for architecture 1b are listed as
· Routing across the wireless backhaul topology,

· QoS-enforcement by the scheduler on DL and UL on the wireless backhaul link,

· Mapping of UE user-plane PDUs to backhaul RLC channels,

· Others.
Besides the previously listed functions for architecture 1a and 1b, more functions may also need to be supported by the adaptation layer for architecture group 1. In what follows, an additional function for backhaul link flow control to be supported by IAB network adaptation layers will be discussed.
As shown in Figure 1, multi-hop, as well as multi-connectivity (MC) can be supported in IAB network, in the context of the directed acyclic group (DAG) based network topology which was agreed to be considered by the IAB SI [3]. In architecture group 1, the IAB donor or Donor CU, which is equipped with UE’s peer PDCP entity, may be taken as the anchor node of one or more multi-hop forwarding paths between IAB donor and UE. Because the state of wireless link is dynamic, it will be beneficial if the anchor node can manage the packet distribution strategy of all links forming the path, which means that some flow control mechanism is essential for IAB networks. 
For example, IAB donor can forward UE1’s packet towards UE1 through both the 1st path (via IAB node 1, IAB node 2, and IAB node 4) and the 2nd path (via IAB node 1, IAB node 3, and IAB node 4). If IAB donor is unaware of the downstream links’ situation, e.g. the link between IAB node 2 and IAB node 4 may be congested or suffering from blockage, it will forward UE1’s packets through the 1st path continuously. Most of these packets may be backlogged at IAB node2 or, even worse, be dropped due to buffer overflow. Furthermore, packets of other UEs which are served by IAB node 4 may experience the same problem as UE 1. Since there exists an alternative path between IAB donor and IAB node 4, such a situation could be avoided if the IAB donor is notified about the abnormal situation of the downstream links. The IAB donor can carry out link level (or IAB node level) flow control to transmit more traffic packets of UE’s served by IAB node 4 through the alternate path IAB donor(IAB node 1(IAB node 3 (IAB node 4. 
Consequently, similar to the flow control function provided in GTP layer in X2/Xn/F1 interface, some flow control related information, such as the link status of backhaul links, or the buffer status of IAB nodes, needs to be defined for backhaul interfaces to enable the IAB donor to be aware of the condition about downstream links. 
To design the flow control functions for IAB networks, the downlink data delivery status (DDDS) which is carried in GTP layer may be taken as a baseline. However, some enhancements are needed since the current DDDS can only provide UE DRB level flow control which may not suffice for multi-hop IAB networks. In addition, the newly introduced adaptation layer is recommended to carry such flow control related information, as some GTP-U-like functions may be integrated into the adaptation layer, and changing other existing air interface protocol layers (i.e. RLC, MAC, PHY, etc.) should be avoided as much as possible.  
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Figure 1. User plane protocol of light L2 relaying

Observation 1: Considering that there are multiple hops between IAB donor and UE, It is beneficial for IAB nodes to support a flow control function (e.g. link level or IAB node level) to enable the IAB donor to be aware of condition about downstream links. 
Proposal 1: Flow control related information needs to be defined for backhaul links and can be carried via the adaptation layer.
1.2 Placement of adaptation layer: above-RLC vs. above-MAC
As shown in [2], some observations about placement of adaptation layer have been agreed, and they are listed as follows:
1. The above-RLC adaptation layer can only support hop-by-hop ARQ. The above-MAC adaptation layer can support both hop-by-hop and end-to-end ARQ.

2. Both adaptation layer placements can support aggregated routing, e.g. by inserting an IAB-node address into the adaptation header. 
3. Both adaptation layer placements can support per-UE-bearer QoS for a large number of UE-bearers.

a. For above-RLC adaptation layer, the LCID space has to be enhanced since each UE-bearer is mapped to an independent logical channel.

b. For above-MAC adaptation layer, UE-bearer-related info has to be carried on the adaptation header.

4. Both adaptation layer placements can support aggregated QoS handling e.g. by inserting an aggregated QoS Id into the adaptation header.

a. Aggregated QoS handling reduces the number of queues. This is independent on where the adaptation layer is placed.

5. For both adaptation layer placements, aggregation of routing and QoS handling allows proactive configuration of intermediate on-path IAB-nodes, i.e. configuration is independent of UE-bearer establishment/release.

6. For both adaptation layer placements, RLC ARQ can be pre-processed on TX side.
From the above mentioned observations, it's clear that the only difference between the two options of adaptation layer placement is how supported ARQ mode, i.e., the above-RLC adaptation layer can only support hop-by-hop ARQ, while the above-MAC adaptation layer can support both hop-by-hop and end-to-end ARQ. Therefore, the above-MAC adaptation layer provides more flexibility for choosing the best ARQ solution in IAB networks.
Furthermore, as compared in [1] and analyzed in another new paper [4], we can see that the two ARQ modes have respective advantages, and the E2E ARQ is more promising since it can ensure lossless data forwarding without any enhancement to current PDCP layer and reduce the transmission latency. These advantages are not only beneficial for improving user experience, but also help to guarantee the compatibility of legacy R15 NR UEs. 
Observation 2: Above-MAC adaptation layer provide more flexibility for choosing the ARQ solution in IAB networks, and the E2E ARQ is more promising since it can ensure lossless data forwarding, compatibility of legacy R15 NR UEs, and reduce the transmission latency. 
Proposal 2: Above-MAC adaptation layer is recommended to be chosen for architecture group 1.

1.3 Structure of adaptation layer
Although it is straightforward to imitate the protocol of F1 interface in the F1* interface between IAB node and IAB donor, such an imitation is not recommended because the current protocol of the F1 interface is designed for a wired F1 interface, and not all the composed protocol layers are necessary or suited for wireless F1* interface. 
For example, the F1-C interface between CU and DU is comprised by the F1AP layer, SCTP layer, and the IP layer. However, the SCTP and IP layers are not efficient for wireless backhaul links due to the high overhead that would be introduced in air interface. Alternatively, some routing information can be carried in the adaptation layer and the routing info should not be restricted to node’s IP address. Furthermore, the PDCP layer, which is designed for air interface natively, is more suitable for providing security for F1*AP messages.
And for F1*-U interface, the UDP and IP layer in wired F1 interface are also not necessary, because only the node’s identifier is needed in the adaptation layer for routing while there are more contents in IP header which are useless for wireless backhaul. For example, there is no port concept in air interface. Some local layer 2 identifier can be carried instead of IP address for routing, which can save overhead due to the fact that architecture group 1a is a L2 IAB approaches, and the routing info will only be used locally within the RAN part served by IAB donor. Moreover, some information from the GTP header can be retained in the adaptation layer header, if needed. For example, the TEID which can be used to identify the UE and UE’s bearer could still be carried in the adaptation layer. Nevertheless, the TEID will occupy 4 octets. Functionally it can be replaced by UE ID + bearer ID with less overhead, and not all the information elements in GTP header are necessary for the adaptation layer.
Considering that the adaptation layer exists in both user plane and control plane protocol stacks of architecture group 1 [2]
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[5], and as mentioned previously, a flow control function is necessary for backhaul links. Then at least three kinds of adaptation layer PDUs which are used to carry 3 different payloads need to be defined. The aforementioned 3 payload types are: F1*AP payload (i.e. F1*AP message of IAB node’s DU part which is encapsulated in PDCP PDU), UE’s user plane payload (e.g. RLC PDU), and status report payload (e.g. used for the flow control function introduced in subsection 2.1). 
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Figure 2. Possible structure of adaptation layer PDU
As analyzed previously, there may be at least three types of adaptation layer PDUs. Examples formats for the adaptation layer PDUs are shown in Figure 2, and some contained information elements are listed as follows.

· Message type. The message type indicates the type of payload included in the adaptation layer PDU. The control plane PDU (denoted as “C” for short) contains IAB node’s F1*AP message, , the user plane PDU (denoted as “U” for short) contains UE/MT‘s user plane data, the status report PDU (denoted as “R” for short) contains status report generated by IAB node. Therefore, at least three possible values need to be defined for the value range of message type.

· Routing info. The routing info is used to enable the IAB node forwarding payload to proper next node, it can be e.g. forwarding path ID, IAB node or IAB donor ID, etc.

· UE bearer specific ID. The UE bearer specific ID can be used by the IAB node which provides access service to UE to determine the bearer in access link, or be used by IAB donor to determine the PDCP entity corresponding to UE bearer.
· UE specific ID. The UE specific ID is used by the IAB donor or the IAB node which provides access service to UE to determine the UE to which the user plane data belongs. 

Note: It needs to be mentioned that, if UE DRB specific TEID contained in GTP header is included in user plane PDU, the UE bearer specific ID and UE specific ID can be replaced by the TEID. 

· QoS info. The QoS info is used by IAB node or IAB donor to determine which bearer will be used in backhaul links to carry the adaptation layer PDU. For example, UE bearer specific ID is a kind of QoS info if the QoS mapping in backhaul links is done based on some configured mapping rules from UE RLC-channel to backhaul RLC-channel. Thus the UE bearer specific ID can perform double duty, and no extra QoS info needs to be carried, reducing the overhead of the adaptation layer.
· Payload. The payload is the SDU of adaptation layer, it can be e.g. PDCP PDU which encapsulates F1*AP message of IAB node’s DU part, or PDCP/RLC PDU which encapsulates UE’s user plane data, or status report used in backhaul links, etc.. 
Observation 3: Not all protocol layers in wired F1 interface between DU and CU are necessary or suited for wireless F1* interface between IAB node and IAB donor. Some of them can be omitted or replaced by protocol layers designed for air interface.
Observation 4: At least three types of PDUs (e.g. control plane PDU, user plane PDU, and status report PDU) are needed in the adaptation layer. 
Proposal 3: A new protocol structure of adaptation layer should be designed for multiple possible types of PDUs, and not just imitate the protocol layers used for the wired F1 interface.
2 Conclusions
Based on the previous discussion, we can draw the following observations and proposals

Observation 1: Considering that there are multiple hops between IAB donor and UE, It is beneficial for IAB nodes to support a flow control function (e.g. link level or IAB node level) to enable the IAB donor be aware of condition about downstream links. 

Observation 2: Above-MAC adaptation layer provide more flexibility for choosing ARQ mode in IAB network, and the E2E ARQ is more promising since it can ensure lossless data forwarding, compatibility of legacy R15 NR UEs, and reduce the transmission latency. 
Observation 3: Not all protocol layers in wired F1 interface between DU and CU are necessary or suited for wireless F1* interface between IAB node and IAB donor. Some of them can be omitted or replaced by protocol layers designed for air interface.

Observation 4: At least three types of PDUs (e.g. control plane PDU, user plane PDU, and status report PDU) are needed in the adaptation layer. 
Proposal 1: Flow control related information needs to be defined for backhaul links and can be carried via the adaptation layer.

Proposal 2: Above-MAC adaptation layer is recommended to be chosen for architecture group 1.

Proposal 3: A new protocol structure of adaptation layer should be designed for multiple possible types of PDUs, and not just imitate the protocol layers used for the wired F1 interface.
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