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Introduction
At the last RAN3#100 meeting, companies have discussed the DRX issue for split bearer raised by [1] (i.e. DL packets may get delayed if the UE enters into DRX in the assisting leg). Other than the solution proposed in [1] not to make UE go into sleep in the first place, we instead focused on a different solution approach for what to do with packet delay after the UE went into sleep [2]. This case was also well-acknowledged that needs to be addressed, however, did not get much attention due to the diverted view’s on the proposal by [1].

Our solution approach was generally acceptable, but during online/offline discussions, some company worried that it may not work with CP-UP separation scenario. On the other hand, some company also preferred to have an explicit indication rather than implicit. Based on these comments, here we provide the updated solution to resolve those comments that stood between us and general acceptance of our solution with standing ovations.
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Discussion
2.1     Problem description
From RAN3#98 meeting, DCM has brought up an issue that, for split bearer, a scheduling delay may happen to DL data in the corresponding node due to the expiration of TA timer and/or DRX transition [4]: 
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Figure 1. Scheduling delay on split bearer when the amount of data is small [3]

Especially for DRX, we believe that this issue is valid based on the following points:

·  DRX can be separately configured in each leg, and its operation is independently governed by MAC entity in the respective node (together with resource/scheduling/load management). This means that DRX is independently operated in each node. The PDCP hosting node (flow controller) is oblivious to the dynamic ON/OFF behaviors of the DRX configured UE in the assisting leg.

·  There are really many reasons that a DRX configured UE goes into sleep, thus not just limited to the small amount of data in [4]. Data is bursty in nature, thus may arrive after a period of no activity enough to make the UE enter into OFF state. A DRX configured UE can also go into sleep earlier if received DRX Command MAC CE [5]. Or, the UE may not be scheduled long enough unintentionally (e.g. may miss PDCCHs even if the node has tried scheduling the UE to avoid going into sleep).

Specifically, if a UE is OFF in the assisting leg due to DRX, for split bearer, a packet transferred to the corresponding node will face a delay until the UE wakes up. The DRX cycle can be up to 10 seconds in the current specification [5], thus such delay can be very long. Moreover, such delay is not limited to a packet transferred to the corresponding node during OFF period. The UE can go to sleep in the assisting leg even if there is a data pending in the corresponding node (see the second bullet).
Observation 1: For split bearer, DL data in the assisting leg may get scheduling delays when UE enters into DRX in the corresponding node side, whose OFF period can be up to 10 seconds.

If such pending packets in the corresponding node are not taken care of by the node hosting PDCP entity promptly, then it can be a serious bottleneck in a very short time. Considering a DL data rate of 10Gbps with 18 bits PDCP SN space, for a typical packet size (1500bytes), the half of the PDCP SN space can be filled up less than 160ms. With less than 160ms, the packets pending in the corresponding node due to DRX can block the whole DL delivery of the split bearer.
Observation 2: The packets stuck in the corresponding node due to DRX-OFF can block the whole DL delivery of a split bearer in a very short time, unless promptly taken care of by the PDCP hosting node.
The main problem is that currently there is no way for the node hosting PDCP entity to be aware of DRX going on the corresponding node (see the first bullet). If the node hosting PDCP entity can be aware of the situation in a timely fashion, then it can do some necessary actions to avoid such DRX delay, such as stopping sending DL packets and/or retransmitting whatever left in the corresponding node over the other leg.
Observation 3: The main problem is that the node hosting PDCP entity cannot be aware of whether UE has entered into DRX in the corresponding node.
Proposal 1: An indication is necessary from the corresponding node when UE enters into DRX, so that the PDCP hosting node can do some necessary actions to avoid packet delay in the assisting leg (such as to stop sending DL packets and/or to retransmit leftover packets over the other leg).
2.2     Solution description

Several solutions can be considered on DDDS for how to inform the PDCP hosting node when the UE has entered into DRX-OFF in the corresponding node for the delay avoidance. Based on online/offline comments received during RAN3#100 meeting, we can consider two approaches:

·  Solution 1: Intentionally set the desired buffer size to be 0 in DDDS

· If the value of the desired buffer size is 0, then the PDCP hosting node shall stop sending any DL data [6]. Thus, the idea is to set this desired buffer size as 0 during DRX-OFF but set as usual when the UE wakes up.
· In normal implementations, the desired buffer size would be calculated by a simple algorithm based on remaining buffer size available in the corresponding node. As a result, spec impact is anyway necessary to clearly mention the possibility to set its value 0 intentionally due to DRX.

· Solution 2: Add an cause value for DRX
· Cause value is an explicit way of indication that enables the PDCP hosting node to be aware of the DRX situation and thus enables the PDCP hosting node to some necessary actions to avoid DL packet delay of the split bearer.
Comparing two solutions, it is true that Solution 1 is simple and making it possible that no more packet is coming during DRX going on in the assisting leg. However, the PDCP hosting node cannot infer why the value of the desired buffer size has set to zero suddenly – it would think that zero value setting is due to the real buffer reason, since the desired buffer size would normally be calculated by a simple algorithm based on remaining buffer size available. As a result, some packets already pending in the corresponding node, if any, would not be taken care of the PDCP hosting node promptly and the delay issue may still persist.
Therefore, we propose to go with Solution 2 that adds a cause value in DDDS for DRX. It is obvious that the indication when UE goes into sleep is a must, but the other indication when UE moves out of sleep needs more consideration. If the PDCP hosting node hosts control plane as well (non-CP-UP-separated), then once it receives the cause value going into sleep, it can estimate the time when the UE will wake up and start to send DL packets to the assisting leg [2]. On the other hand, gNB-CU-UP in CP-UP separation scenario does not know the DRX parameters configured to the UE in the assisting leg. Since the user plane interface will be terminated on gNB-CU-UP in CP-UP separation case, we believe that the indication for which UE moves out of sleep is also necessary. Based on these considerations, we propose to define two cause values in DDDS that can work with any implementation.
Proposal 2. Add cause values in DDDS that can indicate the PDCP hosting node when UE goes into or moves out of sleep in the assisting leg.
3

Conclusion

In the present contribution we make the following observations:

Observation 1: For split bearer, DL data in the assisting leg may get scheduling delays when UE enters into DRX in the corresponding node side, whose OFF period can be up to 10 seconds.

Observation 2: The packets stuck in the corresponding node due to DRX-OFF can block the whole DL delivery of a split bearer in a very short time, unless promptly taken care of by the PDCP hosting node.
Observation 3: The main problem is that the node hosting PDCP entity cannot be aware of whether UE has entered into DRX in the corresponding node.

Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: An indication is necessary from the corresponding node when UE enters into DRX, so that the PDCP hosting node can do some necessary actions to avoid packet delay in the assisting leg (such as to stop sending DL packets and/or to retransmit leftover packets over the other leg).

Proposal 2. Add cause values in DDDS that can indicate the PDCP hosting node when UE goes into or out of sleep in the assisting leg.

The corresponding TP for TS 38.425 [6] is provided in Section 5.
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Text Proposal for TS 38.425

-------------------------------------------------- First Change -------------------------------------------------
5.4.2
Downlink Data Delivery Status

5.4.2.1
Successful operation

The purpose of the Downlink Data Delivery Status procedure is to provide feedback from the corresponding node to the node hosting the NR PDCP entity to allow the node hosting the NR PDCP entity to control the downlink user data flow via the corresponding node for the respective data radio bearer. The corresponding node may also transfer uplink user data for the concerned data radio bearer to the node hosting the NR PDCP entity together with a DL DATA DELIVERY STATUS frame within the same GTP-U PDU.

The Downlink Data Delivery Status procedure is also used to provide feedback from the corresponding node to the node hosting the NR PDCP entity to allow the node hosting the NR PDCP entity to control the successful delivery of DL control data to the corresponding node.

When the corresponding node decides to trigger the Feedback for Downlink Data Delivery procedure it shall report as specified in section 5.2:

a)
in case of RLC AM, the highest NR PDCP PDU sequence number successfully delivered in sequence to the UE among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs;

b)
the desired buffer size in bytes for the concerned data radio bearer;

c)
optionally, the desired data rate in bytes associated with a specific data radio bearer configured for the UE;

d)
the NR-U packets that were declared as being "lost" by the corresponding node and have not yet been reported to the node hosting the NR PDCP entity within the DL DATA DELIVERY STATUS frame;

e)
if retransmission NR PDCP PDUs have been delivered, the highest NR PDCP PDU sequence number successfully delivered in sequence to the UE among those retransmission NR PDCP PDUs received from the node hosting the NR PDCP entity;

f)
if retransmission NR PDCP PDUs have been transmitted, the highest NR PDCP PDU sequence number transmitted to the lower layers among those retransmission NR PDCP PDUs received from the node hosting the NR PDCP entity;

g)
the highest NR PDCP PDU sequence number transmitted to the lower layers among those NR PDCP PDUs received from the node hosting the NR PDCP entity i.e. excludes those retransmission NR PDCP PDUs.
NOTE:
If a deployment has decided not to use the Transfer of Downlink User Data procedure, d) ,  e) and f)  above are not applicable.
As soon as the corresponding node detects the successful RACH access by the UE for the corresponding data bearer(s), the corresponding node shall send initial DL DATA DELIVERY STATUS frame to the node(s) hosting the NR PDCP entity(ies). The node hosting NR PDCP entity may start sending DL data before receiving the initial DL DATA DELIVERY STATUS frame.  In case the DL DATA DELIVERY STATUS frame is sent before any NR PDCP PDU is transferred to lower layers, the information on the highest NR PDCP PDU sequence number successfully delivered in sequence to the UE and the highest NR PDCP PDU sequence number transmitted to the lower layers may not be provided.

The DL DATA DELIVERY STATUS frame shall also include a final frame indication signalling whether the frame is the last DL status report received in the course of releasing a bearer from the corresponding node. Namely, the final frame indication is signalled in cases where the corresponding node knows that the bearer will be released before the DL status report is signalled.  When receiving such indication, if applicable, the node hosting the NR PDCP entity considers that no more UL or DL data is expected to be transmitted between the corresponding node and the UE.

The DL DATA DELIVERY STATUS frame may also include an indication of detected radio link outage or radio link resume. When receiving an indication of radio link outage detection, the node hosting the NR PDCP entity considers that traffic delivery over data radio bearers configured for the UE is unavailable at the corresponding node both in UL and DL. When receiving an indication of radio link resume detection, the node hosting the NR PDCP entity considers that traffic delivery over data radio bearers configured for the UE is available at the corresponding node both in UL and in DL. When receiving an indication of UL or DL radio link outage detection, the node hosting the NR PDCP entity considers that traffic delivery over DRBs configured for the UE is unavailable at the corresponding node for UL or DL, depending on the indicated outage. When receiving an indication of UL or DL radio link resume detection, the node hosting the NR PDCP entity considers that traffic delivery over DRBs configured for the UE is available at the corresponding node in UL or in DL, depending on the indicated resume.
The DL DATA DELIVERY STATUS frame may also include an indication of the UE’s DRX situation in the corresponding node. When receiving an indication that the UE goes into sleep due to DRX, the node hosting the NR PDCP entity considers that DL traffic delivery over data radio bearers configured for the UE may get delayed at the corresponding node until the UE wakes up. When receiving an indication that the UE moves out of DRX sleep, the node hosting the NR PDCP entity considers that no more delay is foreseen due to DRX for DL traffic delivery over data radio bearers configured for the UE at the corresponding node.

The node hosting the NR PDCP entity, when receiving the DL DATA DELIVERY STATUS frame:

-
regards the desired buffer size under b) and the data rate under c) above as the amount of data to be sent from the hosting node:

-
If the value of the desired buffer size is 0, the hosting node shall stop sending any data per bearer.

-
If the value of the desired buffer size in b) above is greater than 0, the hosting node may send up to this amount of data per bearer beyond the "Highest Delivered NR PDCP SN" for RLC AM, or the hosting node may send up to this amount of data per bearer beyond the "Highest Transmitted NR PDCP SN" for RLM UM.

-
The value of the desired data rate in c) above is the amount of data desired to be received in a specific amount of time. The amount of time is 1 sec.
-
The information of the buffer size in b) above and of the data rate in c) above is valid until the next DL DATA DELIVERY STATUS frame is transferred.

-
is allowed to remove the buffered NR PDCP PDUs according to the feedback of transmitted and/or successfully delivered NR PDCP PDUs;

-
decides upon the actions necessary to take for NR PDCP PDUs reported other than transmitted and/or successfully delivered.

In case of RLC AM, after the highest NR PDCP PDU sequence number successfully delivered in sequence is reported to the node hosting the NR PDCP entity, the corresponding node removes the respective NR PDCP PDUs. For RLC UM, the corresponding node may remove the respective NR PDCP PDUs after transmitting to lower layers.
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Figure 5.4.2.1-1: Successful Downlink Data Delivery Status

5.4.2.2
Unsuccessful operation

Void.
------------------------------------------------ Second Change -------------------------------------------------
5.5.3.23
Cause Value

Description: This parameter indicates specific events reported by the corresponding node.

Value range: {0=UNKNOWN, 1=RADIO LINK OUTAGE, 2=RADIO LINK RESUME, 3=UL RADIO LINK OUTAGE, 4=DL RADIO LINK OUTAGE, 5=UL RADIO LINK RESUME, 6=DL RADIO LINK RESUME, 7=DRX-SLEEP, 8=DRX-WAKE, 9-228=reserved for future value extensions, 229-255=reserved for test purposes}

Field length: 1 octet.

