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1
Introduction

This document continues discussions from RAN3#100.
2
Discussion

2.1
Agreements at RAN3#100 for intra-system data forwarding to be built upon

Last meeting, we have agree the following for intra system handover:

Send fresh data for QoS flows that are mapped to a DRB for which a DRB forwarding tunnel was established and a PDU session GTP-U tunnel was established, only over DRB tunnel
That was a very important agreement, as it removed an unnecessary option and allows to stay within reasonable principles: 

Intra-Principle 1:
There is only one data forwarding resource that is used for forwarding user plane traffic related to a (set of) QoS flows, established between the source and the target NG-RAN node. 

Intra-Principle 2:
The data forwarding resource, in case of intra system handover, is either a direct data forwarding tunnel, established directly between NG-RAN nodes or an indirect data forwarding tunnel, established between NG-RAN nodes and consisting of a concatenation of tunnels with tunnel endpoints in the 5GC (i.e. at the UPF).

2.2
Open Issue for intra-system data forwarding – end marker

It seems that we still have the open issue on how to deal with end markers:

-
shall end-markers be provided per PDU Session or
-
shall end-markers be provided on a per QoS flow basis?

End markers provide the following information:

-
The receiving node can be sure that after the end marker no more user data is to be expected, as the end markers are sent at the time of path switch.

-
The receiving node can safely remove data forwarding resources. 

Proponents of the end-marker per QoS flow have been arguing that by that the source NG-RAN node is enabled to prioritise the sending of end-markers. This proposal was emphasised with a suggestive depiction of an NG-RAN node that buffers forwarded packets in a way that it could indeed choose among the buffered packets and prioritise higher ranked once to be sent first.

Maybe we should first have a look on how endmarkers would be generated in both cases:

-
per QoS flow end-markers: at path switch, the UPF generates per QoS flow one or more end-markers. The UPF may prioritise the generation of end-markers, but basically they all will arrive at the same time at the source RAN-node with negligible difference in time.

-
per PDU session end-markers: at path switch, the UPF generates per PDU session tunnel one or more end-markers. No real timing difference as compared to the per-QoS flow approach.

Now, as a second step, we assume that for each forwarding tunnel a buffer is realised, i.e. there may be one per PDU session forwarding tunnel and one or several per DRB forwarding tunnels. The source RAN node would either distribute per-QoS flow end markers to each buffer or replicates end-markers into each buffer if there are more than one forwarding tunnels established.

The argument that such could bring delay does not hold, as each forwarding tunnel has its own forwarding resources (i.e. buffer and forwarding tunnel). Forwarding resources are treated according to their relative priority, regardless whether user data or end markers would have to be processed. So, there is no difference whether end-markers are generated per QoS flow.
Observation 1 For intra-system handover, there is no advantage to generate per-QoS flow end markers.

Therefore we suggest the following 3rd principle for intra-system HO data forwarding:

Intra-Principle 3:
End markers are generated on a per-PDU session basis. In case of more than one data forwarding tunnel established, the source NG-RAN node replicates the end marker packets into each data forwarding tunnel.

2.3
Open Issues – inter-system Handover 5GS to EPS
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Figure 2.3-1: Forwarding of DL data – inter 5GS to EPS tunnel

There is an advantage of establishing similar principles for data forwarding, also among different kinds of HO. Following the principles stemming from agreements for intra-system handover, Figure 2.3-1 shows the consequences of adopting Intra-Principle 1:

Data forwarding for 5GS to EPS HO would take place on an per-E-RAB forwarding tunnel. Mapping of QoS flows to DRBs in case of 5GS connectivity and to E-RABs in case of inter-system mobility would take place at NG-RAN, i.e. at the same place.

As there is no mapping necessary at a CN node, the only task an intermediate node would have to do is to relay forwarded user data, which is of great advantage.

Figure 2.3-1 shows data forwarding for a single E-RAB. The PDU session NG-U tunnel between the UPF and the source NG-RAN node is shown in blue. The data forwarding path consists of a forwarding tunnel from the source NG-RAN node to the UPF/PGW-U, from the UPF/PGW-U to the S-GW and the S-GW to the target eNB., carrying traffic related to the E-RAB w/o any NG-U header (QFI).

(Data forwarding for) intersystem handover between 5GS and EPS is possible because the UE and the source NG-RAN has information how mapping between QoS flows and E-RABs should happen before handover preparation is triggered, the target EPS can be kept agnostic to 5G matters.

Also for this kind of handover, end marker handling is possible without any special functions necessary at any involved nodes. Once generated at the (source) UPF/PGW-U end markers traverse all the way to the target eNB, each involved node may remove data forwarding resources once the end marker is received and forwarded.

The Source NG-RAN would need to replicate end markers received from the UPF into each forwarding tunnel. Such simple end marker handling would not be possible if one would follow the approach to have one PDU-Session level forwarding tunnel on NG-U only.

Further, this approach allows also to have a direct forwarding tunnel between the source NG-RAN node and the target eNB.

This leaves us with the following principles (differences to intra-system principles highlighted)

5G4G-Principle 1:
There is only one data forwarding resource that is used for forwarding user plane traffic related to a (set of) user data traffic mapped to an E-RABQoS flows, established between the source and the target NG-RAN node. 

5G4G-Principle 2:
The data forwarding resource, in case of 5Gto4Gintra system handover, is either a direct data forwarding tunnel, established directly between NG-RAN nodes or an indirect data forwarding tunnel, established between NG-RAN nodes and consisting of a concatenation of tunnels with tunnel endpoints in the CN5GC (i.e. at the UPF).

5G4G-Principle 3:
End markers are generated on a per-E-RAB basis and replicated from per PDU session end markersbasis. In case of more than one data forwarding tunnel established, the source NG-RAN node replicates the end marker packets into each data forwarding tunnel.

Observation 2 Data forwarding at 5GS to EPS handover allows to follow the very same principles established (and partially agreed) for intra-5GS handover.

2.4
Open Issues – inter-system Handover EPS to 5GS
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Figure 2.4-1: Forwarding of DL data – inter EPS to 5GS HO

Figure 2.3-1 shows data forwarding for a single E-RAB. The S1-U tunnel between the S-GW and the source eNB is shown in blue. The data forwarding path consists of a forwarding tunnel from the source eNB to the S-GW, from the S-GW to the UPF/PGW-U, and a tunnel between the UPD/PGW-U and the target NG-RAN node, carrying traffic related to the E-RAB. 

Mapping between QoS flows and E-RABs is known at the UE and the target (CN) side before the inter-system HO is triggered, i.e. the source EPS side is agnostic to that mapping.

Further, the end marker handling is possible without any special functions necessary at any involved nodes. Once generated at the (source) S-GW, end markers traverse all the way to the target NG-RAN node, each involved node may remove data forwarding resources once the end marker is received and forwarded. Such would not be possible if one would follow the approach to have one PDU-Session level forwarding tunnel on NG-U only.

It needs to be noted, that a previously developed approach where a single data forwarding tunnel was established between the (target) UPF and the target NG-RAN node rather creates a problem (which calls for solutions, of course). Establishing end-to-end forwarding tunnels between the involved RAN nodes is an approach that avoids such problem and allows to follow the principles outline for the other kind of HOs discussed above.
There is one particular point for data forwarding at EPS-to-5GS intersystem HO: S1-U packets for an E-RAB are forwarded via the UPF to the target NG-RAN node. The UPF would need to insert the NG-U header (29.415, i.e. the QFI) upon inspection of packets received from the source E-UTRAN via the S-GW. This is not dependent on the actual data forwarding solution.
4G5G-Principle 1:
There is only one data forwarding resource that is used for forwarding user plane traffic related to a (set of) user data traffic mapped to an E-RABQoS flows, established between the source and the target NG-RAN node. 

4G5G-Principle 2:
The data forwarding resource, in case of 4Gto5Gintra system handover, is either a direct data forwarding tunnel, established directly between NG-RAN nodes or an indirect data forwarding tunnel, established between NG-RAN nodes and consisting of a concatenation of tunnels with tunnel endpoints in the CN5GC (i.e. at the UPF).

4G5G-Principle 3:
End markers are generated on a per-E-RAB basis by the (source) S-GWPDU session basis. In case of more than one data forwarding tunnel established, the source NG-RAN node replicates the end marker packets into each data forwarding tunnel.
4G5G-Principle 4:
The UPF needs to insert the NG-U header into the forwarded packets.
Observation 3 Apart from inserting the NG-U header at UPF, data forwarding at 5GS to EPS handover allows, to follow the very same principles established (and partially agreed) for intra-5GS handover.

2.5
RRC_INACTIVE, forwarding of DL data at RAN Paging /
RRC Re-establishment
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Figure 2.5-1: data forwarding of DL data at RAN Paging for RRC_INACTIVE and RRC Re-establishment
In principle the same mechanisms same as for intra-5GS HO are possible.

For RAN paging, realistically, in most of the cases only data forwarding for a single QoS flow is necessary, and this without any PDCP SN preservation, so we could well do with a single non-DRB forwarding tunnel until Path Switch is performed.
2.6
Dual Connectivity (intra 5GS, intra/inter-RAT)

2.6.0
General outline of possible scenarios

The following scenarios should be looked at and checked against the postulated principles:

1a.
QoS flow mobility to a newly to be established SDAP entity:
A new SDAP entity is established in a node involved in DC. The new SDAP entity serves QoS flows which were served in the peer node by an SDAP entity established at start of QoS flow mobility.

1b.
QoS flow mobility to an already established SDAP entity:

2a.
DRB mobility to a newly to be established SDAP entity:
A new SDAP entity is established in a node involved in DC. The new SDAP entity serves QoS flows, all mapped to a DRB, which were served in the peer node by an SDAP entity established at start of QoS flow mobility and are mapped to a DRB by the new SDAP as well.
2b.
DRB mobility to an already established SDAP entity.
For all of the scenarios, NG-U/NG-C and Xn-U/Xn-C handling needs to be looked at.

2.6.1a
QoS flow mobility to a newly to be established SDAP entity
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Figure 2.6.1a-1: QoS flow offload to new SDAP entity

This scenario assumes that DRB offloading is not possible, as either only parts of QoS flows mapped at the source node are moved to an SDAP entity in a target NG-RAN node or the target NG-RAN node decides to map the offloaded QoS flows differently.

As shown in Figure 2.6.1a-1
-
if data forwarding is performed for one or several QoS flows, only a single non-DRB specific forwarding tunnel is necessary, carrying SDAP SDU/ NG-U user packets, i.e. with an NG-U header to allow the target NG-RAN node to map the incoming packets to the established DRBs.

-
the establishment of a new SDAP entity in a peer NG-RAN node requires communication with the 5GC, a new NG-U tunnel needs to be established and the QoS flows mapped to the new SDAP entity needs to be communicated to the 5GC as well.

-
end marker handling on NG-U does not need any special handling. If discussions are necessary for the delay topic mentioned for intra-system HO.
2.6.1b
QoS flow mobility to an already established SDAP entity 

For this scenario no real difference can be determined as compared to 2.6.1a, apart from the fact that the second NG-U tunnel is already established and only the delta for mapping of QoS flows to NG-U tunnels would need to be communicated to the 5GC/UPF.
When it comes to end marker handling, 

-
we assume that is should be sufficient that the UPF sends a “simple” end marker, which indicates to the source NG-RAN node that no more data for the offloaded QoS flows are to be expected from the UPF via the source NG-U tunnel.

-
for handling of QoS flow offloading on Uu, RAN2 is currently discussing how and when to communicate to the UE that it can apply the new mapping to the old DRBs. It is expected that an end marker will also be communicated on Uu to the UE. 

-
end marker handling on NG-U does not need any special handling
2.6.2a
DRB mobility to a newly to be established SDAP entity

DRB mobility / offloading puts just another dimension to the QoS mobility / offloading discussed in scenarios 1a and 1b.

Data forwarding would require DRB-level forwarding tunnels end exchange of the PDCP SN receive/sent status in order to support lossless, in-order and duplication avoidance during DRB mobility.

There is no additional function expected as compared to scenario 1a and intra-system handover.
2.6.2b

DRB mobility to an already established SDAP entity 

same as for 2a
3
Conclusion
We have shown that data forwarding for intra- and inter-system handover, for RRC_INACTIVE mobility, for RRC Re-establishment, and for DC can be based on the very same principles.

For handover, we propose to agree on the principles stated in section 2:

Intra-Principle 3:
End markers are generated on a per-PDU session basis. In case of more than one data forwarding tunnel established, the source NG-RAN node replicates the end marker packets into each data forwarding tunnel.

5G4G-Principle 1:
There is only one data forwarding resource that is used for forwarding user plane traffic related to a (set of) user data traffic mapped to an E-RABQoS flows, established between the source and the target NG-RAN node. 

5G4G-Principle 2:
The data forwarding resource, in case of 5Gto4Gintra system handover, is either a direct data forwarding tunnel, established directly between NG-RAN nodes or an indirect data forwarding tunnel, established between NG-RAN nodes and consisting of a concatenation of tunnels with tunnel endpoints in the CN5GC (i.e. at the UPF).

5G4G-Principle 3:
End markers are generated on a per-E-RAB basis and replicated from per PDU session end markersbasis. In case of more than one data forwarding tunnel established, the source NG-RAN node replicates the end marker packets into each data forwarding tunnel.

4G5G-Principle 1:
There is only one data forwarding resource that is used for forwarding user plane traffic related to a (set of) user data traffic mapped to an E-RABQoS flows, established between the source and the target NG-RAN node. 

4G5G-Principle 2:
The data forwarding resource, in case of 4Gto5Gintra system handover, is either a direct data forwarding tunnel, established directly between NG-RAN nodes or an indirect data forwarding tunnel, established between NG-RAN nodes and consisting of a concatenation of tunnels with tunnel endpoints in the CN5GC (i.e. at the UPF).

4G5G-Principle 3:
End markers are generated on a per-E-RAB basis by the (source) S-GWPDU session basis. In case of more than one data forwarding tunnel established, the source NG-RAN node replicates the end marker packets into each data forwarding tunnel.
4G5G-Principle 4:
The UPF needs to insert the NG-U header into the forwarded packets.
For non-handover data forwarding we propose to confirm the principles established for intra-system handover (removing the indirect data forwarding possibility):
Principle 1:
There is only one data forwarding resource that is used for forwarding user plane traffic related to a (set of) QoS flows, established between the source and the target NG-RAN node. 

Principle 2:
The data forwarding resource is a direct data forwarding tunnel, established directly between NG-RAN nodes.

Principle 3:
End markers are generated on a per-PDU session basis. In case of more than one data forwarding tunnel established, the source/old NG-RAN node replicates the end marker packets into each data forwarding tunnel.

Further papers with TPs and more detailed discussions can be found in 
-
R3-184080/4081 on NGAP consequences for QoS flow mobility for handling of multiple NG-U tunnels
-
R3-184062 an NGAP CR for inter-system HO

-
R3-184066, R3-184067 (stage 2) and R3-184068 on further DC details
-
R3-184064 provides a TP for the BL CR for 38.300
We also propose to liaise to SA2 our agreements and findings, as proposed in R3-184069
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