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[bookmark: _Toc509506724][bookmark: _Toc509506904]Introduction
[bookmark: _Hlk509572055]In RAN-2 meeting #102, it was agreed to further study the various aspects of L2-relaying architecture including CP/CU alternatives for architecture 1a as well as routing and QoS implementation. 
As explained in [1] and [2], it is beneficial, not only from operational perspective, but also in terms of standardization impact, to terminate the full F1-U/F1-C at the IAB node. Figure 1 illustrates the high-level protocol stacks for architecture 1a with full F1 header. Bringing the IP address down to the IAB node provides other benefits as well. For example, the CU for the UEs can have multiple instances of the user-plane with different IP addresses to handle the traffic for many UEs and the IAB node can send packets to the associated instance using the particular IP address. 
In this contribution, we discuss the routing and QoS related issues for architecture 1a when the full F1 protocol stack is kept between CU and IAB DU. The focus here is mainly the routing/mapping between the donor CU-DU link and the first wireless backhaul link, while the routing/mapping between intermediate IAB nodes/hops is discussed in [3]. 
[bookmark: _Hlk509522710]Discussion
The CU can configure the backhaul bearers for end-user traffic as well as configuring the mapping rules in the adaptation layer. In addition, the mapping rules for aggregating/multiplexing of bearers can also be decided by the CU. The donor DU could then perform the mapping rules as configured by the CU to forward the packets over the right backhaul bearer (how the adaptation layers are setup and configured is discussed in [4]). The donor DU can use the IP address of a given incoming packet (i.e. IP address of destination IAB node) for mapping to the corresponding backhaul bearer at the adaptation layer. 
[bookmark: _Hlk516157831][bookmark: _Toc517710752]The CU can configure the mapping rules and control the backhaul bearers while the DUs can simply employ these rules for forwarding packets to corresponding backhaul bearer. 


Figure 1 High level protocol stacks for architecture 1a with full F1 header.
[bookmark: _Hlk509849609][bookmark: _Toc509849962][bookmark: _Toc509850200][bookmark: _Toc509851058][bookmark: _Toc509851109][bookmark: _Toc510096636][bookmark: _Toc510098576][bookmark: _Toc510109182][bookmark: _Toc510110095][bookmark: _Toc510186099][bookmark: _Toc510186207][bookmark: _Toc510599683][bookmark: _Toc510603620][bookmark: _Toc510618815][bookmark: _Toc510713114][bookmark: _Toc512802106][bookmark: _Toc512840310][bookmark: _Toc512845972][bookmark: _Hlk509846182]
For QoS enforcement, the CU can employ both the IP address of an IAB node and the DSCP field of the IP header to convey QoS related information to DU. A simple way could be for the CU to use the same DSCP marking for end user traffic with the same QCI, irrespective of the terminating IAB node location. However, this could lead to QoS degradation for the UEs connected via multiple hops. Thus, when an IAB node attaches to the network, the CU/DU can determine and store the number of hops between the donor node and the IAB node. The CU can then maintain a mapping/table of IAB node IP addresses and corresponding hop counts. To ensure fairness, the CU then can map traffic for a distant IAB node to a high priority backhaul bearer as compared to that mapped to a nearby IAB node. 

[bookmark: _Toc517710753]The CU can use the same DSCP marking for end user traffic with the same QCI, irrespective of the terminating IAB node location. 
[bookmark: _Toc517710754]When an IAB node attaches to the network, the CU/DU can determine and store the number of hops between the donor node and the IAB node.
[bookmark: _Toc517710755]The CU/DU can maintain a mapping of IAB nodes IP addresses and corresponding hop counts.
[bookmark: _Toc517710756]To ensure fairness, the CU can map traffic for a distant IAB node to a high priority backhaul bearer as compared to a nearby IAB node, and vice versa.

Similarly, the CU can tag IP packets carrying CP data with a high priority DSCP values and dedicated backhaul bearers could be reserved/associated for/with these DSCP values. This will ensure that CP data is not mixed with UP data over the backhaul links, which might cause head of line blocking of CP signalling by the UP data.

[bookmark: _Toc517710757]The CU can map signalling data to high priority backhaul bearers through high priority DSCP values.
It has already been agreed in RAN3 to use DSCP marking for traffic categorization based on 5G QCI over F1 interface [5]. Besides, in this case, the transport network is the operator’s internal network and they do not need to conform to external network rules. Hence, operators have more control over the usage of DSCP bits. In addition, considering the limited number of existing backhaul bearers, these DSCP bits are enough for conveying QoS information needed to setup different priority bearers. 
For the intermediate hops (i.e. links between donor DU and IAB nodes, as well as between IAB nodes), the routing/QoS handling is performed via the adaptation layer. 
[bookmark: _Toc517710758]It has already been agreed to use DSCP marking for traffic categorization based on 5G QCI over F1 interface. 
[bookmark: _Toc517710759]Since the transport network in multi-hop IAB system is the operator’s internal network, operators have more control over the usage of DSCP field.
[bookmark: _Toc517710760]For the intermediate hops (i.e. links between donor DU and IAB nodes, as well as between IAB nodes), the routing/QoS handling is performed via the adaptation layer. 

Proposal 1 [bookmark: _Toc513739321]RAN2/3 to agree that usage of IP address and DSCP is versatile enough to handle the routing/QoS mapping between the donor CU-DU link and the first wireless backhaul link.
[bookmark: _Toc509506736][bookmark: _Toc509506915][bookmark: _Hlk509503543]Conclusion
[bookmark: _In-sequence_SDU_delivery]In this contribution, we have observed that: 
Observation 1	The CU can configure the mapping rules and control the backhaul bearers while the DUs can simply employ these rules for forwarding packets to corresponding backhaul bearer.
Observation 2	The CU can use the same DSCP marking for end user traffic with the same QCI, irrespective of the terminating IAB node location.
Observation 3	When an IAB node attaches to the network, the CU/DU can determine and store the number of hops between the donor node and the IAB node.
Observation 4	The CU/DU can maintain a mapping of IAB nodes IP addresses and corresponding hop counts.
Observation 5	To ensure fairness, the CU can map traffic for a distant IAB node to a high priority backhaul bearer as compared to a nearby IAB node, and vice versa.
Observation 6	The CU can map signalling data to high priority backhaul bearers through high priority DSCP values.
Observation 7	It has already been agreed to use DSCP marking for traffic categorization based on 5G QCI over F1 interface.
Observation 8	Since the transport network in multi-hop IAB system is the operator’s internal network, operators have more control over the usage of DSCP field.
Observation 9	For the intermediate hops (i.e. links between donor DU and IAB nodes, as well as between IAB nodes), the routing/QoS handling is performed via the adaptation layer.







Based on these observations, we propose the following:

[bookmark: _Toc509506670][bookmark: _Toc509506741][bookmark: _Toc509506763][bookmark: _Toc509506797][bookmark: _Toc509506865][bookmark: _Toc509506920][bookmark: _Toc509506937][bookmark: _Toc509507106]Proposal 1	Agree to study solutions for QoS implementation in a multi-hop IAB system based on IP address and DSCP values.
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