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1. Introduction
Ar RAN3#99, a reply LS [1] on coexistence between RRC inactive and dual connectivity was sent to SA2 stating that

RAN3 has discussed the topic and can confirm the feasibility, from RAN3 point of view, of keeping SDAP/PDCP network resource configuration on both MN and SN for UEs in RRC_INACTIVE, while removing Lower Layer resources.

Meantime, RAN2 has also replied to SA2 [2] stating that they agreed to specify the stage 2 aspects of this feature based progress in RAN3, and also work on any other RAN2 aspects (if any) with target for completion in December 2018. 
In this contribution, we will discuss RAN3 relevant signaling procedures and provide a stage 2 text proposal.
2. Requirements for coexistence of MR-DC and RRC_INACTIVE
As has been previously discussed, the following are required to support MR-DC with RRC_INACTIVE:

1)  Notification of suspension (i.e. release lower layers while maintaining PDCP/SDAP in SN)

· This can be performed using the MN initiated S-NG-RAN node Modification Preparation procedure. The SN releases lower layers for all bearers, and maintains the NG, SDAP and PDCP configuration and resources.

2)  Notification of resumption (i.e. re-establish lower layers)

· This can also be performed using the MN initiated S-NG-RAN node Modification Preparation procedure. The SN establishes lower layer resources corresponding to the existing bearers.
3)  Notification of activity / inactivity in the SN

· This can be used for other functions e.g. bearer management, but for this particular case it enables the SN to make the MN aware of inactivity (or restart of activity i.e. DL traffic) in SN-terminated PDU sessions.
From the above, we may conclude the following:

Proposal 1: Xn signalling should support the ability of the MN to request the SN to release or re-establish lower layers while maintain resources for higher layers (and monitoring DL traffic)

Proposal 2: Xn signalling should also support the ability of the SN to report traffic inactivity and resumption of activity for a UE.

Some details of how proposal 2 is to be implemented deserve additional discussion:

What should be the observation point: The MN can monitor the MN terminated PDU Sessions/DRBs (PDCP level) or the MCG part of all bearers (via F1). The SN can monitor the SN terminated PDU Sessions/DRBs (PDCP level) or the SCG part of all bearers (via F1). This may lead to some inconsistency issues.
For example, suppose that that the MN uses F1 monitoring while the SN uses PDCP or E1 monitoring. In this case, the MCG part of SN terminated sessions is being monitored twice, while the SCG part of MN terminated bearers is not monitored at all. If we reverse the situation (MN/PDCP-E1 and SN/F1), the MCG part of SN terminated bearers is not monitored at all.
Note that for the special case of RRC_INACTIVE, the lower layers are released while the UE goes to inactive state, and so F1 monitoring does not make sense for reactivation. 
Observation 1: In general, either a particular monitoring type is mandated for this purpose (e.g. based on PDCP layer), or there may be a need for coordination between MN and SN.
Observation 2: For the special case of RRC_INACTIVE monitoring of activity resumption, the monitoring needs to be done in higher layers.
Given the above, it is proposed that the Xn reporting is ALWAYS provided based on the full SN-terminated traffic, i.e., at higher layers.

Proposal 3: Xn signalling for (in)activity is based on higher layer monitoring in the SN.

Whether the observation window should be consistent: if “inactivity” is declared based on completely different windows at SN and MN (e.g. 2s vs 10s), it is clear that the node with the longest window dominates the system behaviour. There seems to be a need to coordinate this at least at OAM level, but possibly via signalling.
Observation 2: Coordination of the monitoring window seems beneficial.

A possible light solution to this is for the MN to request the SN to observe a “maximum monitoring window length”. With this, the SN is not obliged to have a specific window length, but the MN can still ensure that the observations are consistent.

Proposal 4: Provide means for the MN to limit the size of the inactivity monitoring window at the SN.

What the reporting granularity should be: From RRC_inactive perspective, the state of single bearers is somewhat irrelevant, i.e. only overall UE inactivity is of interest. However, it may be useful to provide reporting of specific PDU sessions or even QoS flows for other purposes e.g. bearer management.

The reporting granuality over Xn could be based on PDU sessions/QoS flows and hence agnostic of the monitoring type. For example, even if the monitoring is done over F1, the CU can provide inactivity reports for both sessions and flows, based on DRB level monitoring and knowledge of the mapping.
Proposal 5: Generic Xn reporting should include the possibility of reporting UE-level (in)activity, plus also PDU session and QoS flow. 

Whether there is a need for control of activity notification control: For similar functionality in E1, X2 and F1, it has been agreed to have optional support in DU (requiring exchange of IEs), while in X2 and E1 there is no such exchange, i.e. the only support is the actual signalling of (in)activity for particular DRBs.

So within a logical RAN node, the control of whether the functionality is present, and also how inactivity is declared (i.e. observation window) is left to individual implementations or OAM. However, over Xn (and for RRC_INACTIVE), this approach seems less robust given the above observations, i.e.:

1)  The observation window would benefit from coordination.

2)  It may also be useful to control the granularity of the report (i.e. which sessions / flows to report on)
Therefore
Proposal 6: The MN should be able to request reports including some of the parameters to be used (i.e. what to report on, and preference on inactivity monitoring window).
A stage 2 text proposal is provided in the Annex, and stage 3 in [3].
Proposal 7: Agree the TP for TS 37.340 in the Annex.
3. Conclusions

Proposal 1: Xn signalling should support the ability of the MN to request the SN to release or re-establish lower layers while maintain resources for higher layers (and monitoring DL traffic)

Proposal 2: Xn signalling should also support the ability of the SN to report traffic inactivity and resumption of activity for a UE.

Observation 1: In general, either a particular monitoring type is mandated for this purpose (e.g. based on PDCP layer), or there may be a need for coordination between MN and SN.
Observation 2: For the special case of RRC_INACTIVE monitoring of activity resumption, the monitoring needs to be done in higher layers.

Proposal 3: Xn signalling for (in)activity is based on higher layer monitoring in the SN.

Observation 3: Coordination of the monitoring window seems beneficial.
Proposal 4: Provide means for the MN to limit the size of the inactivity monitoring window at the SN.
Proposal 5: Generic Xn reporting should include the possibility of reporting UE-level (in)activity, plus also PDU session and QoS flow.
Proposal 6: The MN should be able to request reports including some of the parameters to be used (i.e. what to report on, and preference on inactivity monitoring window).
Proposal 7: Agree the TP for TS 37.340 in the Annex.
4. References

[1] R3-181557, “Reply LS on coexistence between RRC inactive and dual connectivity”, source RAN3.
[2] R3-1809161, “Reply LS on Reply LS on coexistence between RRC inactive and dual connectivity”, source RAN2.
[3] R3-184011, “(TP for NR BL CR for TS 38.423) Support of MR_DC with RRC_INACTIVE”, Qualcomm Inc, RAN3 AH1807, July 2018.
Annex: Text Proposal for TS 37.340
10.12
Activity Notification

10.12.1
EN-DC

The Activity Notification function is used to report user plane activity within SN resources. It can either report inactivity or resumption of activity after inactivity was reported. In EN-DC the Activity Reporting is provided from the SN only. The MN may take further actions.
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Figure 10.12.1-1: Support of Activity Notification in EN-DC
10.12.2
MR-DC

The Activity Notification function is used to report user plane activity within SN resources, and may be triggered by a request from the SN including requested parameters. It can either report inactivity or resumption of activity after inactivity was reported. In MR-DC the Activity Reporting is provided from the SN only. The MN may take further actions.
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Figure 10.12.2-X: Support of Activity Notification in MR-DC
1.
MN requests SN to report UE activity status for SN terminated PDU Sessions (including granularity request e.g. overall UE activity, and/or specific PDU sessions and/or QoS flows). SN activity reporting is based on higher layer monitoring (e.g. PDCP/SDAP).
2.  The SN notifies the MN about user data inactivity for one of the requested granularity levels.

3.
The MN decides further actions that impact SN resources (e.g. send UE to RRC_INACTIVE, bearer reconfiguration). In the case shown, MN takes no action.
4..
Once activity is detected at the same level as the previous report, the SN notifies the MN that the (UE or PDU Session or QoS flow) is no longer inactive.
MR-DC with RRC_INACTIVE
The Activity Notification function can be used to enable MR-DC with RRC_INACTIVE operation. UE Suspension with MR-DC is used to keep the network side MR-DC configuration established, including NG and Xn interface C-plane, U-plane and bearer contexts while lower layer MCG and SCG resources are released. The lower layer MCG and SCG resources are re-established as described below by means of RRC Reconfiguration.
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Figure 10.12.2-Y: Suspension and resumption with MR-DC
Editor’s Note: RRC related details are FFS.

Editor’s Note: Figure depicts suspend and resume in case the UE resumes in the same SN and MN where it was suspended. Whether further scenarios need to be depicted needs further discussions.

1.
MN requests SN to report UE activity status for SN terminated PDU Sessions.

2.  The SN notifies the MN about user data inactivity for SN terminated PDU Sessions.

3.
The MN decides to suspend the UE.

4./5.
The MN triggers the MN initiated S-NG-RAN node Modification procedure, requesting the SN to release the lower layer resources.

6.
The UE is suspended.

7./8.
After a period of inactivity, the UE initiates resumption. In case of arrival of DL packets at the SN, the SN notifies the MN about user data activity for SN terminated PDU Sessions. 
9./10. The MN triggers the MN initiated S-NG-RAN node SN Modification procedure to inform about the UE’s resumption and request to re-establish SN resources.

11. The RRC Reconfiguration procedure re-establishes MR_DC.
<<<<<<<<<<<<<<<<<<<< End of Changes >>>>>>>>>>>>>>>>>>>>
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