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1. Introduction
In the last RAN3 meeting, TP on IAB topologies were discussed and it’s agreed that the following IAB topologies are considered in the study:

1. Spanning tree (ST)

2. Directed acyclic graph (DAG)
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Figure 9.x-1: Examples for spanning tree and directed acyclic graph. The array indicates the directionality of the graph edge.

In this contribution, we will further discuss the procedures for topology adaptation and provide relevant proposals.

2. Discussion
For a Spanning tree each IAB-node has only one parent node, which can be another IAB-node or the IAB-donor. Each IAB-node is therefore connected to only one IAB-donor at a time, and only one route exists between IAB-node and this IAB-donor.
However, the MT of an IAB node could measures the other candidate IAB nodes expect its parent node, the candidate nodes maybe configured via OAM or OSI during the IAB startup procedure.

So there’re two potential ways to work:

1. Centralized Control:
· MT of an IAB node send the measurement report to the Donor gNB when it detect the link status towards its parent turns worse, and some candidate cell is good enough.
· Donor gNB will do corresponding reconfiguration for topology management.
· The IAB node will connected to the new parent node according to the configuration.

2. Distributed Control:

· In case of an IAB node detect radio link failure or unrecoverable error happened, no measurement report could be sent out due to only one route exist, and the route is broken.

· The IAB node will select a proper node as the new parent node itself base on the OAM/OSI configuration and its measurement.

Proposal 1: For ST topology, it’s possible to do before break centralized topology adaption for an IAB node base on pre-configuration and RRM measurement. 
Proposal 2: For ST topology, it’s possible to do distributed topology change in case of an IAB node detects the link failure or unrecoverable error.
For the Directed acyclic graph (DAG), one IAB node may have multiple parent nodes. Multi-connectivity or route redundancy may be used for back-up purposes. It is also possible that redundant routes are used concurrently, e.g., to achieve load balancing, reliability, etc. Further, topology adaptation is possible in a make-before-break manner.
For the IAB node, which has only one parent node, the topology adaption between it and its parent is same as what we discussed for ST topology.

The following discussion will focus on the cases where an IAB node has multiple parent nodes. Also two potential ways to work:

1. Dual connection with two parent nodes like DC

In this mode, the IAB node is dual connected with two parent nodes. All the traffic of the UEs it served could be transferred on either of the route or both. In case of one leg is broken, IAB node could switch the routes to another leg.

2. Single connection activated with one parent node, the other route(s) are back-up purpose. 

In this mode, the IAB node could select one best node as the parent node and may select one or more nodes as the backup during IAB startup procedure. How to backup needs more study
a. Setup the candidate routes between an IAB node and its candidate parent node(s), the back-up route(s) are activated but not used in case of the main route works.

It could be treated as the special case of DC, this can support fast route change, and we should limit the number of the activated back-up route to one to avoid unnecessary complexity.
b. Setup the candidate routes between IAB node and the candidate parent node(s), the back-up route(s) are suspended(configured) but not been used in case of the main route works.
In case of main route turns worse or broken, the backup route could be active quickly. How to suspend and activate the back-up routes are FFS, some new signallings maybe needed.
c. Only one route is setup and activated, no candidate route is established. The IAB node is monitoring the candidate parent nodes, connect to the new parent node in case of the old route is broken.
Actually, this is the same as what we discussed for ST topology. It’s straightforward and no extra configuration work or signalling cost, just to connect to new parent node in case of Donor reconfiguration or link failure it detected. The interruption to the UE traffics it served seems bigger than the above two solutions.
Proposal 3: For DAG topology, DC like way is possible for an IAB node connected to 2 parent nodes.
Proposal 4: For DAG topology, the possible way to support route redundancy for back-up purposes need to be further studied:

· Candidate route(s) is configured, activated but not used.

· Candidate route(s) is configured but suspended.

· Candidate route(s) is just been monitored.

3. Conclusion 

This paper discussed the procedures for topology adaptation for IAB, base on the discussion above we have the following proposals:
Proposal 1: For ST topology, it’s possible to do before break centralized topology adaption for an IAB node base on pre-configuration and RRM measurement. 
Proposal 2: For ST topology, it’s possible to do distributed topology change in case of an IAB node detects the link failure or unrecoverable error.
Proposal 3: For DAG topology, DC like way is possible for an IAB node connected to 2 parent nodes.

Proposal 4: For DAG topology, the possible way to support route redundancy for back-up purposes need to be further studied:

· Candidate route(s) is configured, activated but not used.

· Candidate route(s) is configured but suspended.

· Candidate route(s) is just been monitored.

4. Reference

[1]. TR 38.874 Study on Integrated Access and Backhaul; v0.2.1
PAGE  
1

_1588641552.vsd
Directed Acyclic Graph


Spanning Tree



