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1. Introduction
A new study item on Integrated Access and Backhaul (IAB) for NR was approved in RAN#75 [1]. The motivation is to support wireless backhaul and relay links enabling flexible and very dense deployment of NR cells without the need for densifying the transport network proportionately. According to the SID, route selection and optimization is one of the objectives. 
In 3GPP RAN3 #100, both Spanning tree (ST) and Directed acyclic graph (DAG) have been agreed as the potential IAB topology considered in the study. And it has also been agreed that multi-connectivity or route redundancy may be used for back-up purposes. It is also possible that redundant routes are used concurrently, e.g., to achieve load balancing.
In this paper, we will discuss the routing design in multi-hop IAB network when Architecture 1a and 1b is applied. 
2. Discussion
2.1 Implementation of routing
In IAB network, there are two alternatives to implement routing at each IAB node: 
· Alternative 1: selecting an output bearer for each received packet based on a pre-configured routing table;
· Alternative 2: selecting an output bearer for each received packet based on the forwarding information attached in that packet. 
Alternative 1 needs to configure a route in a routing table at the IAB node before it starts forwarding data for the route, and this route setup process may cause some extra delay for the initial data forwarding. In order to reduce the route setup delay, route could be set up earlier. For example, when a IAB node gets connected into the IAB topology, routes to/from it could be configured for other concerned IAB node immediately. 
In Alternative 2, although there’s no route setup process, the same forwarding information needs to be carried in each packet going through a same route, and this would lead to lots of routing overhead. 
By comparing the pros and cons, routing by looking up a pre-configured routing table is a better candidate in implementation.                                                                                                                                                                                                                                                                                                                                                                                                                                        
Proposal 1: Routing could be implemented by configuring a routing table at each IAB node. 
2.2 The basic contents of routing table  
Routing across the wireless backhaul topology could be realized in the following options: 
· Option 1: routing according to the UE ID; 
· Option 2: routing according to the UE bearer ID; 
· Option 3: routing according to the destination node ID, where the destination node could be an IAB node or IAB donor.
In Option 1, the intermediate IAB node would read the UE ID contained in each received packet, and find the next hop according to it. Hence, the routing table in Option 1 should contain at least a UE ID and the information of next hop IAB node. In this case, whenever a new UE is attached to the IAB network, the corresponding UE ID has to be distributed to each intermediate IAB node along the path so that routing table have the corresponding entry. This UE ID based routing table configuration process apparently lead to lots of signaling overhead due to the large number of access UEs at each IAB node. In addition, it may take a long time to finish the routing table configuration process in the backhaul route with multiple hops. Since a packet could be forwarded only after the routing table configuration is finished, a new UE may have to wait for a long time before starting transmitting/receiving any data, leading to a large delay for the initial data delivery.  
In Option 2, situation get worse as routing table in it should contains UE bearer ID and the corresponding  next-hop information. Whenever a new bearer is setup at UE, the UE ID and bearer ID (or a global UE bearer ID) has to be distributed for updating routing table. Similarly, this would not only generates lots of signaling overhead, but also leads to a large delay for the initial data delivery. 
In Option 3, only destination node ID and the corresponding next-hop information is needed in the routing table. As the routing table has no UE-specific information, it need not to be updated whenever a UE is attached or a UE bearer is built up. Instead, only when a IAB node is attached, routing table could be updated correspondingly. Hence, the signaling overhead is minimized for routing table configuration. Furthermore, whenever a UE is attached, its serving IAB node could start relaying traffic for it by using an existing route to/from the donor.  As a result, the delay for the initial data delivery is significantly reduced compared with Option1 and Option2. 
Therefore, it is proposed to support routing according to the destination node ID instead of UE ID or UE bearer ID, and the basic content of the routing table should at least contain destination node ID and the corresponding next-hop IAB node information. 
Proposal 2:  It is proposed to support routing based on the destination node ID instead of UE ID or UE bearer ID, and the basic content of the routing table should at least contain destination node ID and the corresponding next-hop IAB node information. 
2.3 Concurrent routing support 
In last 3GPP RAN3 #100 meeting, directed acyclic diagram has been agreed as a candidate topology, and it has been agreed that “multi-connectivity or route redundancy may be used for back-up purposes”. “It is also possible that redundant routes are used concurrently, e.g., to achieve load balancing.” Hence, the IAB routing method should be capable to support multiple concurrent routes. 
In the case of multi-connectivity, there are also two options for the backhaul traffic mapping at each intermediate IAB node. One is to map the backhaul traffic from an incoming route to an outgoing route according to destination node ID. The other one is to map the backhaul traffic from an incoming route to multiple different routes according to some specific parameters, such as source UE ID, QoS parameters, next-hop congestion status, and so on. As shown in Figure 1, IAB node A would map all the incoming traffic from IAB node D to one route to the IAB donor in Option 1. In Option 2, IAB node C would map the incoming traffic from IAB node H to different routes with the same destination node, the IAB donor. 
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Figure-1 Two data transfer options at the intermediate IAB node
In Option 1, if a route is identified by a destination node ID, packets with the same destination node ID would go through the same route. However, when an intermediate node is connected to multiple parent IAB node via NR multi-connectivity, there are multiple paths from that intermediate node to the IAB donor. In this case, intermediate node could be configured with some extra rules for the detailed traffic mapping between the two backhaul paths. With the Option 2 as an example, intermediate IAB nodes C need to perform traffic mapping according to some specific parameters, such as source UE ID, QoS parameters (such as priority, latency requirement, etc.), next-hop congestion status, and so on. Hence, it needs to process the backhaul traffic in a smaller granularity instead of routing it as a whole. 
Proposal 3: For intermediate IAB nodes with multi-connectivity, one-to-multiple traffic mapping from an incoming route to multiple outgoing routes may be supported for backhaul traffic.  
2.4 Configuration of routing table
In the case of routing according to the destination node ID, routing table should be configured or reconfigured in the following case:
·  whenever topology changes occurs due to the new IAB-node’s attachment, parent IAB node re-selection, IAB node handover, etc.;
· whenever the qualities of active radio links change so much that some new route may provide a better throughput, a lower latency, etc.;
· whenever the loads at IAB nodes changes so much that a more balanced load distribution could be provided by re-configuring routes. 
Proposal 4: Routing table could be configured or reconfigured due to the changes of topology, radio-link quality, and load of IAB nodes.  
As IAB donor CU has RRC entities for all the IAB nodes’ MT parts in Architecture 1a and 1b, it could collect all the topology, radio-link, and IAB-node-load related information easily. Hence, it is a natural solution to decide the routes to/from each IAB node by IAB donor CU. 
After making the routing decision, IAB donor should perform the routing configuration to IAB node. In Architecture 1a and 1b, IAB donor could communicate with IAB node either by RRC signaling or by F1AP signaling. Hence, routing table could be configured through RRC signaling or F1AP signaling between IAB donor and each IAB node.  
Proposal 5: Routing should be decided by IAB donor, and routing table could be configured through RRC or F1AP signaling between IAB donor and each IAB node.  
3. Conclusion
In this contribution, we discussed the routing design in multi-hop IAB network when Architecture 1a and 1b is applied. And we have the following proposals:
Proposal 1: Routing could be implemented by configuring a routing table at each IAB node. 
Proposal 2:  It is proposed to support routing based on the destination node ID instead of UE ID or UE bearer ID, and the basic content of the routing table should at least contain destination node ID and the corresponding next-hop IAB node information. 
Proposal 3: For intermediate IAB nodes with multi-connectivity, one-to-multiple traffic mapping from an incoming route to multiple outgoing routes may be supported for backhaul traffic.  
Proposal 4: Routing table could be configured or reconfigured due to the changes of topology, radio-link quality, and load of IAB nodes.  
Proposal 5: Routing should be decided by IAB donor, and routing table could be configured through RRC or F1AP signaling between IAB donor and each IAB node.  
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