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1 Introduction
Current agreement about QoS flow offloading between MN and SN are: 
RAN2#99: 
Agreements:

1:
SN can request to move a QoS flow(s) from SN to MN. MN can accept or drop the moved flow (but cannot reject the move)

2:
QoS flow level offloading between the MN and SN is supported in NR.

RAN2-Adhoc, June 2017: 
Agreements

1
At SN addition and at new PDU session establishment then MN makes the decision which QoS flows are moved SN

FFS Whether the SN can reject the movement of a QoS flow.

2
Irrespective of which node makes the decision of where a QoS flow is mapped (to MN or SN) then RAN2 will aim that the RRC signalling is the same.

Agreements

1: The MN makes the decision to move ongoing/existing QoS flows to the SN (this agreement does not imply whether the QoS flow is moved by moving a single flow or by moving a whole bearer)

FFS Whether MN or SN takes the decision for flows being moved from SN to MN

2: The SN can reject the addition of a QoS flow, and inform the MN.

3: The DRB level offloading (i.e. offloading all QoS flows of a DRB) is supported between the MN and SN. 

FFS: The QoS flow level offloading between the MN and SN, and if supported then whether lossless handover can be supported.

4: The lossless handover user plane procedure could be reused for DRB level offloading, if mapping is maintained in the target node.

FFS: If the case where mapping is not maintained can support lossless handover

5: The SN is responsible for the DRB management  (e.g., setup, modify, release) of SCG/SCG-split bearers, and the QoS flow -> DRB mapping at the SN

This document discusses the scenario when QoS flow could be moved to the SN and during which QoS flow to DRB mapping might be changed, upon activation of the dual connectivity operation. 
2 Discussion
It is agreed that “ The DRB level offloading (i.e. offloading all QoS flows of a DRB) is supported between the MN and SN.” With regards to DRB level offloading in the dual connectivity scenario, two major scenarios can be identified: 
a) the SN preserving QoS flow to DRB mapping used in the MN;
b) the SN node may have a set of different DRBs and/or a different mapping of QoS flows to DRBs.  

Regarding case a), in-order lossless data delivery can be ensured by using same DRB and QoS flow mapping in the target and in the source. 
Concerning case b), at certain events it might happen so that SN wants to change something in the DRB configuration and/or QoS flow to DRB mapping, but this change is only partial. In other words, the SN may be happy with almost the complete mapping as present in the MN, except that it wants to handle particular QoS flow differently. An example is that the SN uses the same configuration for DRB#1 with associated QoS flow to DRB mapping, but in addition it also moves QoS flow#4 (was mapped to DRB2 in MN) to a separate newly established DRB#3. 
Proposal 1:
SN may re-map an offloaded QoS flows to another (potentially new) DRB.
It is also agreed “QoS flow level offloading between the MN and SN is supported in NR.” So our understanding is that it is also up to the MN decision whether it wants to offload all the QoS flows it has for a particular DRB or only some of them. As an example, in the LTE DC operation it is the MN decision which packets are sent over MN and which ones are sent over SN. Similarly, the NR RAN node can follow any strategy it wants while selecting the transmission node.  It can select both MN and SN just accounting for their link throughputs but not caring about QoS flows, or it can account also for QoS flows potentially restricting some of them only to MN.

Proposal 2:
MN should have a freedom in deciding which individual QoS flows it wants to offload to SN (i.e. only certain QoS flows from a DRB could be moved to SN). Same applies to SN and SCG split bearers. 

It is agreed that node hosts an SDAP entity decides how to map QoS flows to DRBs. For MCG split bearer, the MN decides the mapping and decide which QoS flows (all of them or only particular ones mapped to a particular DRB) should be moved to SN. The MN indicates the offloaded QoS flow list and its corresponding DRB ID to the SN. The SN allocates Xn tunneling for data forwarding based on this information.
For SCG split bearer, same as MCG split bearer, the MN can decide which QoS flow (all of them or only particular ones mapped to a particular DRB) to the SN, the difference is SN can decide a different mapping with a different DRB ID.  The MN needs to allocate the Xn tunnelling for DL data reception based on the new mapping.  While currently, the MN allocates Xn tunnleing for SCG split bearer in the SN ADDITION REQUEST message which is based on the old mapping. So some existing messages for dual connectivity, especially information related to SCG split should be revised.
Proposal 3:
For SCG split bearer, MN allocates Xn tunneling for DL data transmission according to new mapping and includes the information in the S-NODE RECONFIGURATION COMPLETE. 

In the SN Addition Response and SN Modification Response, for SCG split bearer, if the SN decides a new mapping, the SN need to notify the new DRB ID to the MN. Based on the new DRB ID, the MN can allocates the corresponding TEID. Currently QoS Flows Admitted List is included in the SN Addition Response and SN Modification Response, it is proposed to add DRB ID as optional IE to this list.
Proposal 4:
For SCG split bearer, new mapping information is added in the S-NODE ADDITION REQUEST ACK message and S-NODE MODIFICATION REQUEST ACK message.
3 Discussion
This document discussed the dual connectivity setup in the new QoS framework. and also discuss the changes introduced for SCG split bearer, the TP of SCG split bearer support under the new QoS is showed in section 4. The following proposals are proposed in this document.
Proposal 1:
SN may re-map an offloaded QoS flows to another (potentially new) DRB.
Proposal 2:
MN should have a freedom in deciding which individual QoS flows it wants to offload to SN (i.e. only certain QoS flows from a DRB could be moved to SN). Same applies to SN and SCG split bearers. 

Proposal 3:
For SCG split bearer, MN allocates Xn tunneling for DL data transmission according to new mapping and includes the information in the S-NODE RECONFIGURATION COMPLETE. 

Proposal 4:
For SCG split bearer, new mapping information is added in the S-NODE ADDITION REQUEST ACK message and S-NODE MODIFICATION REQUEST ACK message.
4 Text Proposal
// TS 38.423  V0.5.0
Start of Change
8.3
Procedures for Dual Connectivity
Editor’s Note: Names of procedures and messages are FFS.
8.3.1
S-NG-RAN node Addition Preparation

Editor’s Note: All the text below is FFS.
8.3.1.1
General

The purpose of the S-NG-RAN node Addition Preparation procedure is to request the S-NG-RAN node to allocate resources for dual connectivity operation for a specific UE.
The procedure uses UE-associated signalling.

8.3.1.2
Successful Operation
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Figure 8.3.1.2-1: S-NG-RAN node Addition Preparation, successful operation

The M-NG-RAN node initiates the procedure by sending the S-NODE ADDITION REQUEST message to the S-NG-RAN node.

When the M-NG-RAN node sends the S-NODE ADDITION REQUEST message, it shall start the timer TDCprep.
The allocation of resources according to the values of the Allocation and Retention Priority IE included in the PDU session Level QoS Parameters IE shall follow the principles described for the PDU session Setup procedure in TS 38.413 [5].
If the S-NODE ADDITION REQUEST message contains the Serving PLMN IE, the S-NG-RAN node may use it for RRM purposes.

If the S-NODE ADDITION REQUEST message contains the Expected UE Behaviour IE, the S-NG-RAN node shall, if supported, store this information and may use it to optimize resource allocation.

If the S-NODE ADDITION REQUEST message contains the Handover Restriction List IE, the S-NG-RAN node, if supported, shall store this information and use it to select an appropriate SCG.
The S-NG-RAN node shall report to the M-NG-RAN node, in the S-NODE ADDITION REQUEST ACKNOWLEDGE message, the result for all the requested PDU sessions in the following way:

-
A list of PDU sessions which are successfully established shall be included in the PDU sessions Admitted To Be Added List IE. The S-NG-RAN node shall also report QoS flows which are successfully established for this PDU session in the QoS Flow List IE within the QoS Flows Admitted List IE and QoS flows which are not successfully established for this PDU session in the QoS Flow List IE within the QoS Flows Not Admitted List IE. For SCG split bearer, the DRB ID for corresponding admitted QoS flows may be included in QoS Flow List IE.
-
A list of PDU sessions which failed to be established shall be included in the PDU sessions Not Admitted List IE.
Editor’s Note:
Security handling for SCG split bearer is FFS.
Upon reception of the S-NODE ADDITION REQUEST ACKNOWLEDGE message the M-NG-RAN node shall stop the timer TDCprep.

If the SIPTO L-GW Transport Layer Address IE is received in the S-NODE ADDITION REQUEST ACKNOWLEDGE message, the M-NG-RAN node stores this information and use it according to TS 37.340 [8].

If the S-NG-RAN node UE XnAP ID IE is contained in the S-NODE ADDITION REQUEST message, the S-NG-RAN node shall, if supported, store this information and use it as defined in TS 37.340 [8].

Interactions with the S-NG-RAN node Reconfiguration Completion procedure:

If the S-NG-RAN node admits at least one PDU session, the S-NG-RAN node shall start the timer TDCoverall when sending the S-NODE ADDITION REQUEST ACKNOWLEDGE message to the M-NG-RAN node. The reception of the S-NODE RECONFIGURATION COMPLETE message shall stop the timer TDCoverall.
8.3.1.3
Unsuccessful Operation
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Figure 8.3.1.3-1: S-NG-RAN node Addition Preparation, unsuccessful operation

If the S-NG-RAN node is not able to accept any of the bearers or a failure occurs during the S-NG-RAN node Addition Preparation, the S-NG-RAN node sends the S-NODE ADDITION REQUEST REJECT message with an appropriate cause value to the M-NG-RAN node.

8.3.1.4
Abnormal Conditions

Void.

8.3.2
S-NG-RAN node Reconfiguration Completion

Editor’s Note: All the text below is FFS.
8.3.2.1
General

The purpose of the S-NG-RAN node Reconfiguration Completion procedure is to provide information to the S-NG-RAN node whether the requested configuration was successfully applied by the UE.

The procedure uses UE-associated signalling.

8.3.2.2
Successful Operation
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Figure 8.3.2.2-1: S-NG-RAN node Reconfiguration Complete procedure, successful operation.

The M-NG-RAN node initiates the procedure by sending the S-NODE RECONFIGURATION COMPLETE message to the S-NG-RAN node.
The S-NODE RECONFIGURATION COMPLETE message may contain information that

-
either the UE has successfully applied the configuration requested by the S-NG-RAN node. The M-NG-RAN node may also provide configuration information in the M-NG-RAN node to S-NG-RAN node Container IE. The M-NG-RAN node may also provide M-NG-RAN node GTP Tunnel Endpoint IE in Xn Tunneling Endpoint List IE.
-
or the M-NG-RAN node has not triggered configuration requested by the S-NG-RAN node. The M-NG-RAN node shall provide information with sufficient precision in the included Cause IE to enable the S-NG-RAN node to know the reason for an unsuccessful reconfiguration. The M-NG-RAN node may also provide configuration information in the M-NG-RAN node to S-NG-RAN node Container IE.

Upon reception of the S-NODE RECONFIGURATION COMPLETE message the S-NG-RAN node shall stop the timer TDCoverall.
Unchanged Part Omit
9.1.2.1
S-NODE ADDITION REQUEST
This message is sent by the M-NG-RAN node to the S-NG-RAN node to request the preparation of resources for dual connectivity operation for a specific UE.
Direction: M-NG-RAN node ( S-NG-RAN node.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID
<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	UE Security Capabilities
	M
	
	<reference>
	
	YES
	reject

	SgNB Security Key
	M
	
	<reference>
	The S-KgNB which is provided by the M-NG-RAN node, see xxx.
Editor’s Note: terminology “S-KgNB” to be fixed with SA3 and RAN2
	YES
	reject

	S-NG-RAN node UE Aggregate Maximum Bit Rate
	M
	
	UE Aggregate Maximum Bit Rate 

<reference>
	The UE Aggregate Maximum Bit Rate is split into M-NG-RAN node UE Aggregate Maximum Bit Rate and S-NG-RAN node UE Aggregate Maximum Bit Rate which are enforced by M-NG-RAN node and S-NG-RAN node respectively.
	YES
	reject

	Serving PLMN
	O
	
	PLMN Identity

<reference>
	The serving PLMN of the SCG in the S-NG-RAN node.
	YES
	ignore

	Handover Restriction List
	O
	
	<reference>
	
	YES
	ignore

	PDU sessions To Be Added List
	
	1
	
	
	YES
	reject

	>PDU sessions To Be Added Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	reject

	>>QoS Flows to Be Added List
	M
	
	
	
	-
	

	>>>>QoS Flows List
	O
	
	9.2.10
	
	
	

	>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>SCG Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>S-NSSAI
	O
	
	<reference>
	
	–
	–

	>>>>PDU session Level QoS Parameters
	M
	
	<reference>
	Includes necessary QoS parameters
	–
	–

	>>>>DL Forwarding 
	O
	
	<reference>
	
	–
	–

	>>>>NG UL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	UPF endpoint of the NG transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>SIPTO Correlation ID
	O
	
	Correlation ID

<reference>
	
	–
	–

	>>>Split Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>S-NSSAI
	O
	
	<reference>
	
	–
	–

	>>>>PDU session Level QoS Parameters
	M
	
	<reference>
	Includes necessary QoS parameters
	–
	–

	>>>>M-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	M-NG-RAN node endpoint of the Xn transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>RLC Mode
	M
	
	9.2.14
	Editor’s Note: The RLC Mode IE is meant to be indicated on a per DRB basis. The message structure does not yet account for that.
	–
	

	>>>SCG split Bearer
	
	
	
	
	
	

	>>>>SCG split Bearer S-NG-RAN node Addition Item
	
	1
	
	
	YES
	reject

	>>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>>S-NSSAI
	O
	
	<reference>
	
	–
	–

	>>>>>Total PDU session Level QoS Parameters
	M
	
	PDU session Level QoS Parameters 
<reference>
	Includes the PDU session Level QoS parameters as received on NG-AMF for the PDU session
	–
	–

	>>>>>M-NG-RAN node PDU session Level QoS Parameters
	O
	
	PDU session Level QoS Parameters 
<reference>
	Includes, if applicable, the share the M-NG-RAN node is offering to take
	–
	–

	>>>>>DL Forwarding 
	O
	
	<reference>
	
	–
	–

	>>>>>M-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	M-NG-RAN node endpoint of the Xn transport bearer. For delivery of DL PDUs.
	–
	–

	>>>>>NG UL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	UPF endpoint of the NG transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>>SIPTO Correlation ID
	O
	
	Correlation ID

<reference>
	
	–
	–

	M-NG-RAN node to S-NG-RAN node Container
	M
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in xxx
Editor’s Note: to be checked with RAN2
	YES
	reject

	S-NG-RAN node UE XnAP ID
	O
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Expected UE Behaviour
	O
	
	<reference>
	
	YES
	ignore

	Requested MCG split SRBs
	O
	
	ENUMERATED (srb1, srb2, srb1&2, ...)
	Indicates that resources for MCG Split SRB are requested.
	YES
	reject


	Range bound
	Explanation

	maxnoofPDUsessions
	Maximum no. of PDU sessions. Value is 256


9.1.2.2
S-NODE ADDITION REQUEST ACKNOWLEDGE

This message is sent by the S-NG-RAN node to confirm the M-NG-RAN node about the S-NG-RAN node addition preparation.
Direction: S-NG-RAN node ( M-NG-RAN node.
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	reject

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	PDU sessions Admitted To Be Added List
	
	1
	
	
	YES
	ignore

	>PDU sessions Admitted To Be Added Item
	
	1 .. <maxnoofPDUsessions>
	
	
	EACH
	ignore

	>>CHOICE Bearer Option
	M
	
	
	
	
	

	>>>SCG Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>NG DL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	S-NG-RAN node endpoint of the NG transport bearer. For delivery of DL PDUs.
	–
	–

	>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs
	–
	–

	>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of UL PDUs
	–
	–

	>>>Split Bearer
	
	
	
	
	
	

	>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>S-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	Endpoint of the Xn transport bearer at the S-NG-RAN node.
	–
	–

	>>>SCG split Bearer
	
	
	
	
	
	

	>>>>SCG split Bearer S-NG-RAN node Addition Item
	
	1
	
	
	YES
	reject

	>>>>>PDU session ID
	M
	
	<reference>
	
	–
	–

	>>>>>NG DL GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	S-NG-RAN node endpoint of the NG transport bearer. For delivery of DL PDUs.
	–
	–

	>>>>>S-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint
<reference>
	S-NG-RAN node endpoint of the Xn transport bearer. For delivery of UL PDUs.
	–
	–

	>>>>>DL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of DL PDUs.
	–
	–

	>>>>>UL Forwarding GTP Tunnel Endpoint
	O
	
	GTP Tunnel Endpoint
<reference>
	Identifies the Xn transport bearer used for forwarding of UL PDUs.
	–
	–

	>>>>>RLC Mode
	M
	
	9.2.14
	Editor’s Note: The RLC Mode IE is meant to be indicated on a per DRB basis. The message structure does not yet account for that.
	–
	

	>>QoS Flows Admitted List
	
	0..1
	
	
	-
	

	>>>>QoS Flows List
	O
	
	9.2.10
	
	
	

	>>QoS Flows not Admitted List
	
	0..1
	
	
	
	

	>>>>QoS Flows List
	O
	
	9.2.10
	
	
	

	PDU sessions Not Admitted List
	O
	
	PDU session List

<reference>
	A value for PDU session ID shall only be present once in PDU sessions Admitted List IE and in PDU sessions Not Admitted List IE.
	YES
	ignore

	S-NG-RAN node to M-NG-RAN node Container
	M
	
	OCTET STRING
	Includes the SCG-Config message as defined in TS 36.331 [9].

Editor’s Note: To be checked with RAN2 if the same RRC message is applicable for SCG split bearer.
	YES
	reject

	Criticality Diagnostics
	O
	
	<reference>
	
	YES
	ignore

	SIPTO L-GW Transport Layer Address
	O
	
	BIT STRING (1..160, ...)
	Indicating SIPTO L-GW Transport Layer Address.
	YES
	ignore

	Admitted MCG split SRBs
	O
	
	ENUMERATED (srb1, srb2, srb1&2, ...)
	Indicates admitted SRBs
	YES
	reject


//unchanged part omit
9.1.2.4
S-NODE RECONFIGURATION COMPLETE

This message is sent by the M-NG-RAN node to the S-NG-RAN node to indicate whether the configuration requested by the S-NG-RAN node was applied by the UE.

Direction: M-NG-RAN node ( S-NG-RAN node. 
Editor’s Note: The tabular below is FFS.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	Message Type
	M
	
	<reference>
	
	YES
	ignore

	M-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the M-NG-RAN node
	YES
	reject

	S-NG-RAN node UE XnAP ID
	M
	
	NG-RAN node UE XnAP ID

<reference>
	Allocated at the S-NG-RAN node
	YES
	reject

	Response Information
	M
	
	
	
	YES
	ignore

	>CHOICE Response Type
	M
	
	
	
	
	

	>>Configuration successfully applied
	
	
	
	
	
	

	>>>M-NG-RAN node to S-NG-RAN node Container 
	O
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in xxx.

Editor’s Note: FFS if same RRC message is applicable for SCG bearer.
	-
	-

	>>>Xn Tunneling Endpoint List
	
	0 .. <maxnoofDRBs>
	
	
	EACH
	ignore

	>>>>DRB ID
	
	
	<reference>
	[FFS]
	
	

	>>>>M-NG-RAN node GTP Tunnel Endpoint
	M
	
	GTP Tunnel Endpoint <reference>
	M-NG-RAN node endpoint of the Xn transport bearer. For delivery of DL PDUs.
	–
	–

	>>Configuration rejected by the M-NG-RAN node
	
	
	
	
	
	

	>>>Cause
	M
	
	<reference>
	
	-
	-

	>>>M-NG-RAN node to S-NG-RAN node Container
	O
	
	OCTET STRING
	Includes the SCG-ConfigInfo message as defined in xxx .

Editor’s Note: FFS if same RRC message is applicable for SCG bearer.
	-
	-


//unchanged part omit
9.2.10
QoS Flow List

This IE contains a list of QoS flows with a cause value. 
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description
	Criticality
	Assigned Criticality

	QoS Flow Item IEs
	
	1..<maxnoofQoSFlows>
	
	
	EACH
	reject

	>QoS Flow Indicator
	M
	
	<ref>
	[FFS]
	-
	

	>DRB ID
	O
	
	<ref>
	[FFS]
	
	

	>Cause
	O
	
	<ref>
	[FFS]
	-
	


	Range bound
	Explanation

	maxnoofQoSFlows
	Maximum no. of QoS flows allowed within one PDU session. Value is FFS.


//end of changes
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