3GPP TSG-RAN WG3 NR AdHoc 1801

             

R3-180201
Sophia Antipolis, France, 22-26 January 2018

Agenda Item:
10.8.2.6
Source:

CATT 

Title:


Discussion on data forwarding when DC offloading
Document for:
Discussion and Decision

1
Introduction

RAN2 has agreement that the QoS flow level offloading between the MN and SN is supported in NR. This contribution discusses how to perform the data forwarding when QoS flow level DC offloading.

2. Discussion
In 37.340 the data forwarding for EN-DC state as below, it is same as LTE. 
Upon EN-DC specific activities, user data forwarding may be performed for E-RABs for which the bearer type change from/to MN terminated bearer to/from SN terminated bearer is performed. The behaviour of the node from which data is forwarded is the same as specified for the "source eNB" for handover, the behaviour of the node to which data is forwarded is the same as specified for the "target eNB" for handover.
For MR-DC with 5GC, RAN2 has agreed on that the QoS flow level offloading is supported. In 5G NR system, many QoS flows may be mapped to the same DRB. So the offloading in DC may be DRB level or QoS flow level. When the DRB level offloading is triggered, the legacy LTE data forwarding mechanism can be used. When QoS flow level offloading is triggered, the DRB may still work. The QoS flow may be mapped to the existing DRB or new created DRB by the target node SDAP entity. The data forwarding may be optimized base on the legacy LTE mechanism.

The QoS flow offloading may be triggered by bearer type change. The MR-DC bearer type change includes, 

In MR-DC, all the possible bearer type change options are supported:

-
MCG bearer to/from split bearer;

-
MCG bearer to/from SCG bearer;

-
SCG bearer to/from split bearer;

-
MN terminated MCG bearer to/from SN terminated MCG bearer;

-
MN terminated SCG bearer to/from SN terminated SCG bearer;

-
MN terminated split bearer to/from SN terminated split bearer.
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We analyze the data forwarding and SDAP host for the different bearer type change as below table.  
	 Bearer Type Change
	SDAP host change
	Data forwarding need?

	MCG bearer to/from split bearer
	1)No(same terminated)
2)Yes(different terminated)
	1)No need

2)maybe need

	MCG bearer to/from SCG bearer
	1)No(same terminated)
2)Yes(different terminated)
	1)No need

2) maybe need

	SCG bearer to/from split bearer
	1)No(same terminated)
2)Yes(different terminated)
	1)No need
2) maybe need

	MN terminated MCG bearer to/from SN terminated MCG bearer
	Yes
	maybe need

	MN terminated SCG bearer to/from SN terminated SCG bearer
	Yes
	maybe need

	MN terminated split bearer to/from SN terminated split bearer
	Yes
	maybe need


When the bearer type change is happened between the two bearers which SDAPs are in the same node, the data forwarding is not needed. The PDCP PDU can be recovered for the un-transmitted RLC PDU, then handle it intra-node.
Observation 1: Data forwarding is not needed for QoS flow offloading between the bearers which SDAP in the same node.

As we discussed in RAN3 before meeting and get the agreed WA for Xn HO,  we divide the data to three kinds of data. 
WA (for Xn HO):
A) PDCP PDUs (with SN assigned but not acked by UE)
→ per-DRB-level tunneling
B) “fresh data” from NG-U
→ per-PDU-session forwarding
C) PDCP SDUs without SN
→ FFS
For the QoS flow level offloading, we also can follow the Xn HO WA. There are three type data.   
1, Fresh data(from CN).
2, PDCP SDU(SDAP PDU).
3, PDCP PDU with SN.
For the QoS flow offloading between different node terminated bearers, we state two kind scenarios as table state. The QoS flow 1 offloading from source node to the target node.
Scenario 1 is some of the QoS flows mapped to the DRB offload to another node.

Scenario 2 is all the QoS flows mapped to the DRB offload to another node

	
	Source Node
	Target Node

	Scenario 1
	DRB1
	QoS flow 1
	DRB2
	QoS flow1

	
	
	QoS flow 2
	
	

	
	
	…….
	
	

	Scenario 2
	DRB1
	QoS flow 1
	DRB2
	QoS flow1

	
	
	QoS flow 2
	
	QoS flow 2


In scenario 1, the PDCP PDU with SN data still is transmitted to UE in the source node because the DRB still is existing. Meantime we setup one PDU session level tunnel and forwarding the fresh data to the target node in sequence. 
For the PDCP SDU(SDAP SDU), if the SDAP header is existing, the PDCP SDU transmit to target node same as fresh data. If no header is included in the SDAP SDU, the data will be transmitted UE in the source node. 

When the data is transmitted to UE, meantime transmit the data(fresh data or/and SDAP PDU) to target node in sequence.  It is early preparation for the data transmit in the target node. And keep the data with end marker in source node. After get all Ack of the data to UE, send the data with end marker to target node, the target node start to transmit the data which from source node. Then transmit the data from CN.
Proposal 1: Data forwarding for fresh data through PDU session tunnel during some QoS flows of DRB offloading. 
Proposal 2: Data forwarding for PDCP SDU(SDAP PDU) with SDAP header through PDU session tunnel during some QoS flows of DRB offloading. 
Proposal 3: PDCP SDUs with SN and PDCP SDU(SDAP PDU) without SDAP header is transmitted through DRB in the source node during some QoS flows of DRB offloading.

For scenario 2, all the QoS flows of the DRB offload to another node. The DRB may be released or kept until the data transfer finished. If this DRB kept until the data transfer finished, the data forwarding solution is same as above scenario 1.  If this DRB is released, we can use same mechanism as Xn HO.

Proposal 4: Data forwarding mechanism may follow above P1/P2/P3 when all the QoS flows of the DRB offloading and the DRB is kept in source node. 
Proposal 5: Data forwarding mechanism may follow Xn HO when all the QoS flows of the DRB offloading and the DRB is released in source node. 
3 Conclusion

This contribution further analyzes the, the following proposal is made:
Observation 1: Data forwarding is not needed for QoS flow offloading between the bearers which SDAP in the same node.

Proposal 1: Data forwarding for fresh data through PDU session tunnel during some QoS flows of DRB offloading. 
Proposal 2: Data forwarding for PDCP SDU(SDAP PDU) with SDAP header through PDU session tunnel during some QoS flows of DRB offloading. 
Proposal 3: PDCP SDUs with SN and PDCP SDU(SDAP PDU) without SDAP header is transmitted through DRB in the source node during some QoS flows of DRB offloading.

Proposal 4: Data forwarding mechanism may follow above P1/P2/P3 when all the QoS flows of the DRB offloading and the DRB is kept in source node. 
Proposal 5: Data forwarding mechanism may follow Xn HO when all the QoS flows of the DRB offloading and the DRB is released in source node. 
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