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1
Introduction

During the RAN3#69 meeting a number of issues were discussed concerning setting up and maintaining X2 interfaces terminating at Relay nodes.  
Questions arising from such issues are: how to setup an X2 interface connecting the RN with neighbour eNBs (i.e. other than serving DeNB); how to allow the correct choice of the handover type at the RN (S1 or X2 based); how to ensure that X2 signalling messages between RN and neighbour eNBs (other than DeNB) can be exchanged via the serving DeNB.

This paper describes a way forward for the handling of X2 interfaces at RNs, which enables reuse of the current X2 interface in conjunction with the DeNB proxy architecture agreed for RNs.  
2
Problem Description
In the agreed relay architecture all the S1 and X2 non-UE –associated procedures involving the RN shall be terminated at the DeNB.  This implies that the S1 eNB CONFIGURATION TRANSFER message (used to ask the network about TNL details of the neighbour with which an X2 needs to be established) and the X2 setup procedures (started after having received TNL information about the neighbour) cannot be run directly between the RN and the corresponding peer nodes.  

However, in case an X2 interface is already established between RN and DeNB, the RN would not need to initiate eNB CONFIGURATION TRANSFER or X2 SETUP procedures.  These procedures shall rather be carried out by the DeNB in case an X2 interface needs to be established with a RN neighbour in order to allow RN and neighbour eNB to communicate via DeNB-proxied X2.

Therefore the first issue to be addressed is how to ensure that an X2 interface between RN and a neighbour eNB (other than serving DeNB) can be established by allowing the serving DeNB to setup an X2 with the RN neighbour node.

Once an end to end X2 interface communication channel is established between RN and neighbour eNB the immediate issue to consider is how to let the RN understand that such channel is available.  This is important because it allows the RN to understand whether to initiate X2 mobility procedures or S1 mobility procedures towards the neighbour node.

Further, once the X2 channel between RN and neighbour eNB is established and the RN is aware of this the immediate issue to resolve is how to ensure correct routing of X2 messages to and from the neighbour node.  As pointed out during the last RAN3 meeting in R3-101600 the latter problem is not obvious and need careful analysis. 
3 Proposal Description
The first issue to be solved when treating X2 communication for RNs is how to ensure that an end to end X2 connection is established via the DeNB X2 proxy.  X2 Setup procedures are run between RN and DeNB.  Such procedures are not meant to be run between RN and neighbour eNBs other than the serving DeNB. This is because there is only one X2 association directly terminating at the RN, i.e. the one with the DeNB.
As a consequence, if the X2 between RN and DeNB already exists and the RN discovers a new neighbour for which X2 needs being established, the eNB CONFIGURATION UPDATE procedure can be used to inform the DeNB of the newly found neighbour and to trigger establishment of X2 interface between DeNB and said neighbour. This was also proposed in R3-101620.
Figure 1 shows the use of the eNB CONFIGURATION UPDATE procedure to trigger the setup of a X2 interface between DeNB and neighbour.  
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Figure 1: RN-triggered establishment of X2 interface between DeNB and RN-neighbour eNB
It is worth noting that in case a neighbour eNB discovers the RN and an X2 interface between such neighbour and the DeNB is not already established, normal X2 Setup procedures shall be started between the neighbour eNB and the DeNB.  However, in order for the above procedures to be possible the RN has to be seen by neighbour eNBs as a cell of the DeNB, namely RN and DeNB need to share the same eNB ID. If RN and DeNB did not share the same eNB ID, neighbour eNBs would not be able to route X2 Setup procedure messages to the serving DeNB.  This is due to the fact that both the neighbour eNB and the EPC would not be aware of the association between serving DeNB eNB ID and RN eNB ID (note: masking the EPC from the RN presence is a one of the key features of the relay architecture). Sharing the same eNB ID between RN and DeNB also plays an important role in S1 and X2 mobility procedures, allowing mobility messages addressed to the RN to be routed to the serving DeNB.
A further observation concerning the procedure in Figure 1 is that the eNB CONFIGURATION UPDATE procedure from DeNB to RN, including the newly discovered neighbour eNB, can be used as a way to confirm that the X2 interface between DeNB and neighbour eNB has been established. Namely, absence of the newly discovered neighbour eNB will imply that the X2 establishment has failed and therefore mobility to the neighbour eNB from the RN has to be based on S1 procedures.
From the above the following proposals can be derived:

Proposal 1: In order to guarantee correct functioning of the neighbour discovery and X2 Setup procedures and to ensure correct routing of mobility procedure messages to the RN, RN and DeNB shall share the same eNB ID

Proposal 2: In order for the RN to notify the discovery of a new neighbour eNB cell to the DeNB and to eventually trigger X2 Setup procedures between DeNB and neighbour eNB, the eNB CONFIGURATION UPDATE procedure shall be used. 

Proposal 3: The DeNB shall confirm if the X2 interface with the neighbour eNB has been established by sending an eNB CONFIGURATION UPDATE procedure including details of the neighbour eNB cell to the RN.  
In R3-101600 a number of X2 procedures were reported for which routing between RN and neighbour eNB might not be straightforward.  The procedures were as follows:

· ENB CONFIGURATION transaction

· RESOURCE STATUS transaction

· MOBILITY CHANGE transaction

· CELL ACTIVATION transaction

The above procedures will be analysed on a one to one basis below.
eNB CONFIGURATION transaction: If the principle explained above is followed, namely that the RN cell is seen as a cell of the DeNB, the eNB Configuration procedure will not be run between RN and neighbour eNBs other than the DeNB.  In fact, according to the above principle, the neighbour cells of the RN will be a subset of the neighbours of the DeNB. The latter does not mean that all the RN neighbour cells shall be considered as mobility candidate by the DeNB, but only that such cells will be present in the neighbour cell list (they could be labelled as “no HO” cells).

According to the above, running the eNB CONFIGURATION procedures between RN and neighbour eNBs other than DeNB shall not be considered as a possible scenario.

RESOURCE STATUS transaction: This procedure might be initiated by the RN to ask a neighbour eNB to report specific measurements and vice versa. It needs to be noted that each message of the RESOURCE STATUS procedure contains eNB Measurement IDs assigned by the corresponding eNBs. The X2 proxy function at the DeNB shall translate the eNB Measurement IDs used between the RN to DeNB path and DeNB to neighbour eNB path. Further the DeNB shall ensure that a unique mapping is formed between the eNB Measurement IDs used with the RN and those used with the neighbour eNB. 

According to the above the Resource Status procedure can be run between RN and neighbour eNBs other than the serving DeNB.  
MOBILITY CHANGE transaction: Each message of this procedure contains a source and target ECGI.  By following the principle of keeping the same eNB ID for DeNB and RN, messages of this procedure can be correctly routed from neighbour eNB to DeNB and to RN and vice versa.  It has to be noted that failure of maintaining the same eNB ID between RN and DeNB will make such messages un-routable.
According to the above the Mobility Change procedure can be run between RN and neighbour eNBs other than the serving DeNB.  
CELL ACTIVATION transaction: The main purpose of this procedure is to facilitate energy saving procedures by allowing switched-off cells to be powered on by neighbour eNBs. It might be envisages that a RN could trigger such procedures towards a cell that is neighbour of the RN but not of the serving DeNB.  Hence this procedure might require to run between RN and neighbour eNB via the proxy DeNB. 
The reply messages of the Cell Activation procedure (i.e. CELL ACTIVATION RESPONSE and CELL ACTIVATION FAILURE) do not contain any indication of the node addressed, neither contain transaction identifiers allowing to associate them with a previous request. Routing of such messages from neighbour eNBs to the RN on the basis of the message content appears not to be possible.
However, a similar problem also exists in the case of X2 communication between eNBs.  Namely, an eNB could generate two Cell Activation requests towards the same neighbour eNB (for two different cells. The neighbour eNB might reply with one acknowledgement and one failure. Nevertheless, the source eNB will not know to which cell the failure or the acknowledgement corresponds. 
An obvious solution to this problem is to allow triggering of only one instance of the Cell Activation procedure at the time. Namely no other cell activation procedure shall be triggered unless a response has been received for the first procedure.  In this way a response can always be mapped to the original request.
Similarly, the same principle can be followed for RNs. Namely the DeNB will halt any Cell Activation procedure until the previous instance of the procedure has been completed.  Figure 2 shows this principle in more details.
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Figure 2: Handling of Cell Activation procedures at DeNB

It shall be highlighted that the approach described in Figure 2 could be followed for any X2 procedure for which routing to and from the RN via the DeNB cannot be deduced by the procedure message IEs.

Proposal 4: The DeNB shall allow only one instance of the Cell Activation procedure to be propagated at the time
Conclusion
In this paper the X2 interface architecture has been analysed when applied to LTE-A Relays.  Key areas of the X2 procedures handling have been tackled, such as establishment of an X2 path between RN and neighbour eNBs, RN awareness of the existence of an X2 interface with a neighbour eNB, handling of non-UE associated X2 procedures when messages are propagated between RN and neighbour eNBs other than the serving DeNB.

In order to overcome the identified challenges and to enable correct functioning of the X2 interface at the RN the following proposals are suggested:

Proposal 1: In order to guarantee correct functioning of the neighbour discovery and X2 Setup procedures and to ensure correct routing of mobility procedure messages to the RN, RN and DeNB shall share the same eNB ID

Proposal 2: In order for the RN to notify the discovery of a new neighbour eNB cell to the DeNB and to eventually trigger X2 Setup procedures between DeNB and neighbour eNB, the eNB CONFIGURATION UPDATE procedure shall be used. 

Proposal 3: The DeNB shall confirm if the X2 interface with the neighbour eNB has been established by sending an eNB CONFIGURATION UPDATE procedure including details of the neighbour eNB cell to the RN.        

Proposal 4: The DeNB shall allow only one instance of the Cell Activation procedure to be propagated at the time
The authors suggest to agree on the above proposals and to capture such agreements in the appropriate specifications where needed.
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