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1 Introduction 

Due to the use of the wireless interface for backhaul toward the core network, relays pose some novel issues on the transport of their OAM traffic, some of which have been touched upon in [3]. OAM traffic is usually carried on transport network connections and is not the concern of the access network. OAM for a RN, on the other hand, is transported over the Un interface, and it shares resources with other UEs attached to the DeNB. The issue of how to map OAM traffic to Un QoS now needs consideration. Other issues to be considered is how the RN should connect to its OAM system, and what RN behavior is to be considered acceptable in case of OAM link failure (possibly due to RLF over Un). We will also add some considerations on relay OAM security from a RAN3 perspective.
2 General OAM Requirements, QoS, and the Un Interface
Each RN sends alarms and traffic counter information to its OAM system, from which it receives commands, configuration data and software downloads (e.g. for equipment upgrades). This transport connection between each RN and its OAM, using IP, is provided by the DeNB by means of the Un interface; a possible architecture solution is shown in Figure 1. We can assume that some sort of IP-level security mechanism for this connection will be in place (e.g. IPSec). It is trivial to notice that under these assumptions the Un interface is able to fulfill most of the general OAM transport requirements set in [1].
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Figure 1 Relay OAM architecture.

Alarm and traffic counters in the RN will presumably generate small bursts of high-priority traffic, to be transported with as small delay as possible (ideally in real time), and possibly according to their criticality. Configuration messages from OAM to the RN will also generate small bursts of traffic, possibly with lower priority than alarms but still somewhat delay-sensitive (when a configuration is committed on the OAM, the time interval between the commitment and the effect on the RN should be small). On the other hand, OAM software download to the RN will generate larger amounts of data, but both its required data rate and its priority could be much lower. In fact, software download can be performed in the background during normal operation. For this reason, it could be reasonable to assume that alarms, counters and commands should be transported on a high-priority GBR bearer, while software downloads should be mapped to a lower priority one (possibly even non-GBR). It could be FFS whether this second bearer should be present at all times or its setup should be event-triggered in some way, since software upgrades are normally triggered by the operator. It could also be FFS whether the high-priority OAM traffic should have different requirements in uplink (i.e. alarms and traffic counters) and downlink (i.e. OAM commands).
Proposal 1:
The OAM architecture for RNs of Figure 1 should be adopted as working assumption.

Proposal 2:
RAN3 should adopt as working assumption, that OAM commands, alarms and counters should be transported on a high priority (possibly GBR) bearer, while e.g. software downloads may be transported on a lower priority (possibly non-GBR) bearer. Already standardized QCI values should be studied for feasibility before investigating new ones.
3 In Case of Un Link Failure
In case of Radio Link Failure between the RN and its DeNB, the connection between the RN and its OAM will also be interrupted. It is generally accepted behavior that a network node, when its connection to the OAM is temporarily interrupted, should continue to operate normally without affecting the traffic going through it; this can certainly be the case for normal eNBs. For an RN, the OAM connection interruption per se should not cause traffic interruption: it is the traffic link itself that is failing, and this should be handled by the RN in the same way that a regular eNB behaves when its backhaul link to the core network fails or is subject to degradation.
Proposal 3:
For a RN, the OAM connection interruption should not cause traffic interruption per se. This scenario is equivalent to an eNB losing its backhaul link to the core network, and it should be handled in the same way.

4 RAN3 Considerations on OAM Security

The issue of relay OAM security over Un has recently been raised [2]. But if we make the working assumption that relay OAM traffic will be transported over security-enabled IP connections, relay OAM security can be considered equivalent to eNB OAM security. Such security mechanisms are in the scope of SA3.
Proposal 4: RAN3 should make the working assumption that an IP-level security mechanism will be adopted for OAM traffic.
5 Conclusion and Proposals
We have analyzed some of the possible requirements of OAM traffic to and from RNs and we have formulated a couple of working assumptions to support further work on the subject. We have also argued that OAM link failure to an RN is not different than OAM link failure to an eNB. We therefore make the following proposals:
Proposal 1:
The OAM architecture for RNs of Figure 1 should be adopted as working assumption.

Proposal 2:
RAN3 should adopt as working assumption, that OAM commands, alarms and counters should be transported on a high priority (possibly GBR) bearer, while e.g. software downloads may be transported on a lower priority (possibly non-GBR) bearer. Already standardized QCI values should be studied for feasibility before investigating new ones.
Proposal 3:
For a RN, the OAM connection interruption should not cause traffic interruption per se. This scenario is equivalent to an eNB losing its backhaul link to the core network, and it should be handled in the same way.

Proposal 4: RAN3 should make the working assumption that an IP-level security mechanism will be adopted for OAM traffic.
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