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1 Introduction

In RAN#68 meeting, three possible solutions were identified for “Solutions for optimized (H)eNB-to-HeNB mobility” WI:
1. S1 HO termination at GW (only applicable to HeNB-to-HeNB case)
2. X2GW-based
3. Direct X2
In [1], the numbers of outbound and inbound handovers in peak hours justify the necessity of optimized mobility between Macro eNB (MeNB) and Home eNB (HeNB). In this contribution, we focus on X2GW-based indirect connection solution and compare it to the direct X2 connection option. The open issues behind these solutions are discussed and the way forward of the network architecture is proposed.
2 Discussion
2.1
Network architecture suggestion of X2GW
The purposes to introduce the X2 interface between MeNB and HeNB are that the handover delay can be mitigated and the load of the core network, especially of the MME, can be reduced no matter the direct or the indirect connection method is adopted. Different from the direct X2 connection method, the indirect X2 connection needs a new functional entity, namely the X2GW, to be deployed in the network. Recall that the mobility relative signaling traffic should be restricted in the E-UTRAN as far as possible, if the X2GW based solution is chosen, it is naturally to upgrade the HeNB GW for supporting the X2 interface. In other words, the X2GW functional entity can be embedded within the HeNB GW, which is deployed between HeNB and MeNB for supporting indirect X2 C-Plane connections. From this perspective, to introduce a new network node in parallel to the existing HeNB GW will complicate the network architecture and thus is not recommended. The above points are illustrated in Fig. 1 and Fig. 2.
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Fig. 1: The protocol stack for the indirect X2 connection mode.
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Fig. 2: Network architecture employing indirect X2 connections.
The HeNB GW serves HeNB and MeNB as concentrator and dispatcher, respectively, with respect to the Transport Network Layer (TNL) of the X2 interface. On the other hand, similar to the X2 Proxy defined in [2], in the X2 AP control plane the HeNB GW should generally:

· Relay UE-associated X2 application part messages between the Macro eNB serving the UE and the HeNB serving the UE;

· Terminate non-UE associated X2 application part procedures towards the HeNB and towards the MeNB.
Therefore, we have the following observations:
· There is one X2 interface relation between one HeNB and the HeNB GW, as well as between one MeNB and the HeNB GW.

· The HeNB GW appears to the HeNB as an MeNB, and each cell managed by the MeNB which is connected to the HeNB GW through an X2 interface appears to the HeNB as a cell that managed by the HeNB GW.
· From the reversed direction, the HeNB GW appears to the MeNB as another MeNB, and each HeNB served by the HeNB GW appears to the MeNB as a cell managed by the HeNB GW.
Such an X2-proxy-like solution has advantages in solving some of the open issues addressed in [3], as it will be discussed in the sequel. Considering that the X2 Proxy has been well studied and discussed under the RAN3 Relay WI, we suggest that the outcomes from the Relay WI should be reused as much as possible for forming the X2GW based solution.
2.2
HeNB with private IP address 
It is impractical to allocate a globally routable IPv4 address to every network node in telecommunication networks due to the limited IPv4 address space. Considering the fact that evolution from IPv4 networks to IPv6 networks is a long-term target, techniques like Network Address Translation (NAT) has been applied in existing networks for solving the problem of lacking IP addresses.
Let us consider a typical scenario in many SOHOs, where a global IPv4 address leased form the ISP can be used to provide access service, while techniques such as NAT are employed for serving several hosts that only have private IPv4 addresses which are not directly routable in the ISP network. This business model is popular for reducing cost, simplifying maintenance overhead and offering additional security benefits, etc.
In the context of HeNB, it is hardly to preclude the above-mentioned business model, which may be preferred when an LTE HeNB network is deployed. One reasonable solution, which is shown in Fig.3, is that HeNBs are configured to use private IP addresses, while the HeNB GW is allocated a global routable IP address in the context of the global telecommunication network. Furthermore, the HeNB GW has also a private IP address which is reachable by the HeNBs connected to it. These IP addresses will be used as Transport Layer Addresses (TLA) for SCTP or GTP protocols.
2.2.1
S1-MME connection for HeNB

According to the HeNB GW’s acting rules defined in [4]:
· The HeNB GW appears to the HeNB as an MME.
The HeNBs use the private IP addresses to establish SCTP connections with the HeNB GW which expose its private IP to the HeNBs.
· The HeNB GW appears to the MME as an eNB.
The HeNB GW uses its global IP address to establish SCTP connections with the MME. 
Since the HeNB GW is aware of the relationship between these two S1AP connections, the S1-MME connection will work properly.
2.2.2
Direct X2 connection between HeNB and MeNB
There are two options to establish X2 connections, namely by OAM configurations or by SON ANR functions.
· By OAM configurations
The MeNB obtains the neighbor HeNB X2 setup related information through OAM configurations. The HeNB can collect such information of the neighbor MeNB in a similar way. But, a relay node such as a NAT server must be involved in the SCTP connection path for solving the problem that the HeNB is not routable by MeNB. Upon that the OAM subsystem will tell the MeNB and the HeNB the TNL address of this relay node, as demonstrated in Fig. 3 and Fig. 4. This method should work when the HeNB initiates an X2 connection setup procedure with the MeNB. But for the X2 connection setup procedure initiated by the MeNB, the relay node is unable to forward the IP packet carrying X2 SETUP REQUEST signaling to a proper HeNB. More specifically, it can not map the IP packet into a private IP address of a specific HeNB, since all the IP packets of this category have the same Destination IP Address/Destination Port Number value.
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Fig. 3: Network architecture employing direct X2 connections.
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Fig. 4: The protocol stack of direct X2 connection mode with NAT enabled.
· By SON ANR function

HeNBs are supposed to be deployed without network planning. They may be moved or turned on/off from time to time. Therefore, SON ANR functions are necessary for X2 connection setup.
According to [4], eNB has four main steps on the discovery of TNL address of an X2 connection candidate. The purpose of these steps is to allow the eNB peers to exchange SON Information through the eNB CONFIGURATION TRANSFER S1 signalling. In such a scenario, the HeNB GW has two options for delivering this message:
· Option 1: L3-relay, transparent for HeNB GW
This strategy means the eNB CONFIGURATION TRANSFER message is transparently delivered by the HeNB GW and the MME, and then the MeNB can only be informed of the HeNB’s private IPv4 address after such procedures. The MeNB will fail to establish SCTP connections towards the HeNB, not to mention the direct X2 connection.
· Option 2: Interpret and process
When the HeNB GW receives the eNB CONFIGURATION TRANSFER message, it will realize that a HeNB or a MeNB wants to establish a direct X2 connection. The HeNB GW has to interpret the eNB CONFIGURATION TRANSFER message in order to replace the HeNB X2 TNL address by the IP address of a router with NAT-like functions. After that operation, the HeNB or the MeNB considers the IP address of the router as the TNL address of the X2-connected peer node. However, the X2 TNL Configuration Info IE used for automatic X2 SCTP association establishment contains IP address only, which is shown in Table 1 quoted from [5].
Table 1: X2 TNL Configuration Info.
	IE/Group Name
	Presence
	Range
	IE type and reference
	Semantics description

	eNB X2 Transport Layer Addresses
	
	1 to <maxnoofeNBX2TLAs>
	
	

	>Transport Layer Address
	M
	
	9.2.2.1
	Transport Layer Addresses for X2 SCTP end-point.


If a MeNB initiates an X2 setup procedure towards a HeNB, the router will receive an IP packet without sufficient information for forwarding it to a proper target HeNB. Same as Option 1, the MeNB will fail to create the SCTP connection with the HeNB.
2.2.3
Indirect X2 connection between HeNB and MeNB
When HeNBs only have private IP address, two options for establishing X2 connections are considered:
· By OAM configuration

With respect to the TNL, both the HeNB and the MeNB do not necessarily know the IP address of each other; instead, they can just simply take the HeNB GW’s IP address as their X2 connection peer node’s IP address to create their SCTP connections. For X2AP connections, by manual configuration, one X2 interface relation can be established between one HeNB and the HeNB GW, as well as between one MeNB and the HeNB GW. The HeNB GW processes and forwards all X2 messages between the HeNB and the MeNB for all UE-dedicated procedures. On the other hand, all non-UE-dedicated procedures are handled locally between the HeNB GW and the HeNB, as well as between the HeNB GW and the MeNB.
· By SON ANR function

Since the HeNB GW is obligated to support indirect X2 connections and discovering the TNL address of an X2 connection candidate (H)eNB is a non-UE associated S1-MME application part procedure, the HeNB GW in this case should terminate this procedure, meaning that:

· When the HeNB GW receives a TNL address enquiry originated from an MeNB and then relayed by the MME, it should respond with its global IP address;
· When the HeNB GW receives a TNL address enquiry originated from an HeNB, it should trigger another TNL address discovery procedure to find the MeNB, if it has no X2 connections with the target MeNB. If succeeds, it then respond with its private IP address to the HeNB.
After the steps above, both HeNB and MeNB take the HeNB GW’s IP addresses as their X2 connection peer node’s IP address and become ready for establishment of SCTP connections and then indirect X2 connections on top of TNL, as mentioned before.
2.3
Dynamically Configured IP address for HeNB
The operator may deploy a large number of HeNBs. Dynamic configuration of IP addresses will significantly mitigate the work load of network deployment and maintenance efforts, dispensing especially with network planning.
There are three strategies for dynamic configuration of IP addresses:

· Manual allocation: The administrator can allocate IP addresses for special nodes once for all.
· Automatic allocation: After successfully obtaining the first lease of an IP address from the server, the allocated IP for this client will be reserved for it until it is reset or shut down.
· Dynamic allocation: A client is not allowed to use an allocated IP address indefinitely. Instead, when the lease expires, the client has to release the IP address. Of course, it can renew the lease, but no guarantee for it to get the previously allocated address. Thus, this may result in change of its IP address.
2.3.1
Direct X2 connection between HeNB and MeNB
Additional overhead will be introduced, when HeNB boots up, shut down or changes IP address. For the S1-MME interface, there is no direct impact on the MME because the HeNB GW will terminate this procedure. But for the direct X2 interface, the MeNB will suffer from such costly overhead. More specifically, in order to make sure the X2 connections work properly, the MeNB has to do at least the work below:

· Release obsolete SCTP connections;
· Establish new SCTP connections;
· The X2 AP peers have to negotiate with each other to establish new connections, or to restore the existing connections and resynchronize the X2 AP contexts;
· Optionally, if the SON ANR functions are enabled, additional procedures may be needed to update the neighbor cells relation, which consequently introduce new signaling overhead on the S1-MME interface.
Such a situation can become even worse, when the number of HeNBs increases.
2.3.2
Indirect X2 connection between HeNB and MeNB
In this case, although the additional overhead exists, the MME and the MeNB will not be affected since all such changes are transparent to them. The HeNB GW should handle the re-establishment of X2 connections and limit the changes between HeNB GW and HeNB. For SON scenario, if the HeNB has nothing changed except its private IP address, the ANR functions will not be triggered.
2.4
Scalability of solutions

First of all, no mater the direct or the indirect X2 connection option is adopted, the MME will be offloaded comparing to the S1-MME based HO scenario. This means the same MME deployment can support more HeNBs and UEs.
Secondly, the MeNB can easily support hundreds of HeNBs when an HeNB GW is deployed. Because the HeNB GW works as a concentrator for the X2 connection between MeNB and HeNBs, MeNB may maintain one X2 connection to support all the HeNBs connected to the HeNB GW by using much less resource than the scenario, where the direct X2 connection mode is used. Considering that eNB is not intended to maintain up to hundreds of X2 connections, this solution certainly increases the system capacity and scalability. For example, if adding or removing an HeNB from the HeNB GW, the HeNB GW can simply send an ENB CONFIGURATION UPDATE to the MeNB, instead of creating or deleting an X2 connection between them.
3 Conclusion

Based on the discussion in Section 2, we propose RAN3 to agree on the following proposals:
Proposal 1: Enhance HeNB GW to support the X2GW function as the solution for this scenario: 

· Enhanced eNB-to-HeNB mobility and vice versa, where only open-mode HeNBs are considered.
Proposal 2: For the X2 AP control plane, the HeNB GW should:

· Relay UE-associated X2 application part messages between the MeNB serving the UE and the HeNB serving the UE;
· Terminate non-UE associated X2 application part procedures towards the HeNB and towards the MeNB.
Proposal3: Outcomes of X2 Proxy study in the relay architecture WI should be reused as much as possible for X2GW based solutions.
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