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Introduction
As part of the Study Item on Integrated Access and Backhaul for NR [1], 3GPP has agreed to identify and evaluate potential solutions for the following requirements and aspects associated with the efficient operation of integrated access and wireless backhaul for NR [1]. 
· Efficient and flexible operation for both inband and outband relaying in indoor and outdoor scenarios 
· Multi-hop and redundant connectivity
· End-to-end route selection and optimization
· Support of backhaul links with high spectral efficiency
· Support of legacy NR UEs

At the RAN2 #AH_1801 meeting the following agreements were made regarding IAB SI:
Agreements
1: 	The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded
2	Common architecture supports both in-band and out-of-band IAB scenarios. 
2i	In-band IAB scenarios including (TDM/FDM/SDM) of access and backhaul links subject to half-duplex constraint at the IAB node are supported (This agreement does not exclude full duplex from being studied by RAN1)
2ii	Out-of-band IAB scenarios are also supported using the same set of RAN features designed for in-band scenarios.  Study whether additional RAN features are needed for out-of-band scenarios
3	NR access over NR backhaul is studied with highest priority 
3i	Identify the additional architecture solutions required for LTE access over NR backhaul
3ii	The IAB design shall at least support the following UEs to connect to a node which is backhauled using IAB:
	1/	Rel. 15 NR UE
	2/	Legacy LTE UE if IAB supports backhauling of LTE access
4i	SA and NSA on the access link will be supported (For NSA on the access the relay is applied to the NR SCG path only)
4ii	Both NSA and SA for the backhaul links will be studied. (For both SA and NSA backhaul, we will not study backhaul traffic over the LTE radio interface). 
4iii	For both 4i and 4ii the priority within the NSA options will be to consider the EN-DC case but this does not preclude study for other NSA options.
4iv Further study of the possible combinations of SA and NSA access and backhaul is needed to fully determine the scope of what will be studied.

Agreements
1: IAB design shall support multiple backhaul hops
	-	The architecture should not impose limits on the number of backhaul hops.
	-	The study should consider scalability to hop-count an important KPI.
	-	Single hop is considered a special case of multiple backhaul hops.
2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS
4: The IAB design should minimize the impact to core network specifications
5: The study should consider the impact to the core network signalling load as an important KPI
6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.

Additionally, in TR 38.874 v0.1.0 the terms IAB-node and the IAB-donor were defined as follows:
· IAB-node: RAN node that supports wireless access to UEs and wirelessly backhauls the access traffic. 
· IAB-donor: RAN node which provides UE’s interface to core network and wireless backhauling functionality to IAB nodes.

When IAB is deployed in a network where gNBs are deployed with a CU-DU split architecture, the F1-U and F1-C interfaces need to be relayed respectively from the CU-UP and CU-CP to the DU of the serving IAB node. In this contribution we present some considerations for the backhauling of F1-U and F1-C for two L2 relaying architectures that have been proposed and discussed in RAN3 [2].
Architecture 1a: 
· Backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. 
· Hop-by-hop forwarding across intermediate nodes uses the adaptation layer.
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Architecture 1b: 
· Backhauling of F1-U on access node uses GTP-U/UDP/IP. 
· Hob-by-hop forwarding across intermediate node uses the adaptation layer.
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Backhauling of F1-U for IAB with L2 Relaying
For the user plane, the main difference between architectures 1a and 1b is in how the F1-U interface is carried from the CU to the DU at the serving IAB node. In architecture 1b, the F1-U is explicitly tunnelled through the relay architecture to the DU at the serving IAB node to allow end-to-end bearer association between the DU at the serving IAB node and the CU. In architecture 1a, the F1-U is not explicitly tunnelled but the information required to provide end-to-end bearer association between the DU at the serving IAB node and the CU is incorporated into headers at the adaptation layer at the IAB nodes. There could be several variations of this architecture. In one variation both the GTP-U and IP headers are incorporated into the adaptation layer. Alternatively, only the IP header could be incorporated into the adaptation layer while the GTP-U header could be explicitly carried. In other variations the UE and bearer information could be directly incorporated into the adaptation layer for end-to-end association. 
Figures 2a and 2b below show the end-to-end user plane protocol stacks for architectures 1a and 1b. Note that for architecture 1a we assume that both the GTP-U and IP header information is incorporated into the adaptation layer. 
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Figure 2a. User plane protocol stack for architecture 1a
[image: ]
Figure 2a. User plane protocol stack for architecture 1b
Discussion:
· Protocol overhead – Architecture 1b needs to explicitly carry the F1-U stack headers to the serving IAB node, while architecture 1a incorporates that information in the adaptation layer headers. So, there could be a slightly higher protocol overhead for architecture 1b, but the overhead difference between the two architectures may not be large or of much consequence. 
· CU complexity – Architecture 1b requires two CU-UP entities and a UPF at the CU to enable explicit tunneling of the F1-U interface to the serving IAB node. This makes the CU functionality more complex for architecture 1b compared to architecture 1a. 
· Adaptation layer complexity – On the other hand, architecture 1a requires incorporation of GTP-U and IP header information into the adaptation layer to be carried to the DU at the serving IAB node. This introduces additional functionality that needs to be standardized at the adaptation layer. Additionally, since the adaptation layer replaces the GTP-U and IP layers, it now needs to bear the responsibility of routing the PDCP PDUs to the appropriate IAB node. Furthermore, since the adaptation layer tries to replace already standardized F1-U interface functionality, it needs to be evaluated how much additional standardization complexity is introduced at the adaptation layer to fully preserve F1-U functions such as flow control, etc. 
· Conversion of IAB node to IAB donor – Since architecture 1b explicitly carries the F1-U interface to the DU at the serving IAB node, it seems that converting the IAB node to a IAB donor with a wired backhaul may be more straightforward. However, it may be possible to design the adaptation layer to be such that even in architecture 1a, the adaptation layer presents the F1-U information to the DU at the serving IAB node in such a way that the DU functionality remains unchanged and conversion of an IAB node to an IAB donor may not be a major issue. However, it is possible that in the case of architecture 1a, more thorough testing may be needed after conversion of IAB node to IAB donor, thereby introducing some operational costs. 
· Route diversity – For architecture 1b the MT at the serving IAB node has the full NR Uu stack. This makes it possible for the MT’s CU-UP to utilize PDCP layer-based packet duplication and dual connectivity procedures to inherently provide route diversity between the IAB donor to the serving IAB node. This is shown in Figure 2c below. This type of route diversity is not possible in architecture 1a. Architecture 1a relies on the adaptation layer for all routing features, including route diversity. Since architecture 1b also relies on the adaptation layer for hop-by-hop routing, it can exploit the benefits of both types of features depending upon the scenario. 
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Figure 2c. Architecture 1b allows route diversity via PDCP-based packet duplication or dual connectivity

Observation 1: There are pros and cons of both architectures 1a and 1b for backhauling of F1-U interface to DU of serving IAB node. 
Observation 2: Architecture 1b has some advantages compared to architecture 1a in terms of standardization complexity and ability to flexibly exploit either PDCP-layer based or adaptation layer based route diversity.
Proposal 1: It is proposed that architecture 1b is adopted for backhauling of F1-U for IAB.

[bookmark: _GoBack]Backhauling of F1-C for IAB with L2 Relaying
So far not much discussion has happened in RAN3 regarding backhauling of F1-C for IAB. Some considerations of backhauling of F1-C with L2 relaying are presented below for both architectures 1a and 1b. 
For architecture 1a, F1-AP transport needs to be provided via an SRB of the MT at the serving IAB node. A control plane protocol stack for F1-AP transport for architecture 1a is shown below. The transport could be done via a new RRC container over an existing SRB, or a new SRB could be defined specifically for F1-AP. Between these two options, transporting F1-AP via a new RRC container over an existing SRB of the MT at the serving IAB node may have lower standardization complexity. 
Observation 3: For architecture 1a, F1-AP transport via a new RRC container over an existing SRB of the MT at the serving IAB node may have lower standardization complexity.
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Figure 3a. Backhauling of F1-C for architecture 1a
Note that for architecture 1a, the use of DRB to transport F1-AP is not a viable option because DRBs are terminated at the CU-UP, and it may not always be possible to assume that the CU-UP and CU-CP are collocated due to separation of CU-UP and CU-CP with E1 interface [3]. This is especially true when CU-UP and CU-CP have different levels of centralization.
Observation 4: For architecture 1a, the use of DRBs is not a viable option for F1-AP transport due to separation of CU-UP and CU-CP.
For architecture 1b, a PDU session is established between the serving IAB node and a UPF at the IAB donor. This requires the F1-AP transport to be accomplished via establishment of a DRB between the CU and serving IAB node. In this case, the CU-CP needs IP connectivity to the UPF in order to tunnel the F1-AP through the PDU session to the IAB serving node. An example control plane protocol stack for F1-AP transport via DRB for architecture 1b is shown below.  
Architecture 1b requires F1-AP transport via CU-UP. In some specific scenarios of separation of CU-UP and CU-CP, it is possible that this additional connectivity via CU-UP may slightly increase the latency of F1-AP transport. However, it does not seem that this potential additional latency will cause any issues. So, in summary it does not seem that either architecture 1a or 1b has a clear advantage for F1-AP transport.
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Figure 3b. Backhauling of F1-C for architecture 1b
Observation 5: For architecture 1b, F1-AP transport needs to be provided via establishment of a DRB between the CU and serving IAB node. In this case, the CU-CP needs IP connectivity to the UPF in order to tunnel the F1-AP through the PDU session to the IAB serving node.
Observation 6: Neither architecture 1a nor 1b has a clear advantage for F1-AP transport.

Conclusion
In this contribution, some considerations were presented for backhauling of F1-U and F1-C  for IAB with L2 relaying. The following observations and proposals were offered for consideration:
Observation 1: There are pros and cons of both architectures 1a and 1b for backhauling of F1-U interface to DU of serving IAB node. 
Observation 2: Architecture 1b has some advantages compared to architecture 1a in terms of standardization complexity and ability to flexibly exploit either PDCP-layer based or adaptation layer based route diversity.
Observation 3: For architecture 1a, F1-AP transport via a new RRC container over an existing SRB of the MT at the serving IAB node may have lower standardization complexity.
Observation 4: For architecture 1a, the use of DRBs is not a viable option for F1-AP transport due to separation of CU-UP and CU-CP.
Observation 5: For architecture 1b, F1-AP transport needs to be provided via establishment of a DRB between the CU and serving IAB node. In this case, the CU-CP needs IP connectivity to the UPF in order to tunnel the F1-AP through the PDU session to the IAB serving node.
Observation 6: Neither architecture 1a nor 1b has a clear advantage for F1-AP transport.
Proposal 1: It is proposed that architecture 1b is adopted for backhauling of F1-U for IAB.
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  Figure 1 a :  Reference diagram for architecture 1a  
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  Figure  1b :  Reference diagram for architecture 1b  


