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1
Introduction
One of the objectives in the study item description is [1]:
	· Topology management for single-hop/multi-hop and redundant connectivity [RAN2, RAN3], e.g.

· Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE 

· Control and User plane procedures, including handling of QoS, for supporting forwarding of traffic across one or multiple wireless backhaul links


In this contribution, we discuss the protocol stack and network architecture design based on MAC adaptation layer based L2 relaying, especially for multiple relay hops between the anchor node and UE.

2
MAC Adaptation Layer (L2) based IAB
In this section, a L2 relaying solution called MAC adaptation layer based IAB is described. In the similar way as logical channels of one UE are multiplexed together into one transport channel, with MAC adaptation layer based IAB, different UEs’ MAC SDUs as well as traffic terminated in the IAB node (MAC SDUs targeted to IAB node) would be aggregated/multiplexed over the IAB air interface into the same transport channel. An IAB node can be considered from donor gNB point of view as a “UE” serving several different access UEs’ logical channels. For multiplexing different UEs’ traffic, a UE ID needs to be added into MAC header in addition to logical channel ID (LCID). Alternatively, the UE ID can be added in a separate adaptation layer just above MAC layer.

Demultiplexing of different UEs’ logical channels (MAC SDUs) is simpler if the UE ID is in the MAC header (similar to LCID) or added by adaptation layer just above MAC. Furthermore, physical layer and MAC layer operations, especially scheduling, are cross all UEs whereas RLC (and PDCP) are bearer specific. Therefore, the adaptation layer supporting multiplexing of different UEs’ traffic into a common transport channel is preferably between RLC and MAC (or inside MAC layer).

Observation 1: An adaptation layer is preferably added on top of MAC layer or inside the MAC layer.
2.1
Network architecture

The network architecture of MAC adaptation layer based IAB is shown in Fig. 1. The IAB Nodes can be considered as gNB-DUs and the gNB-CU of the IAB nodes can be assumed to be the same as gNB-CU of the Donor gNB, i.e., the same gNB-CU serves all DUs (wired and wireless) in the IAB tree. Furthermore, a DU (donor gNB-DU or IAB Node DU) serves both access UEs as well as next hop IAB Node UE parts.
Observation 2: In MAC Adaptation Layer based IAB (L2 relaying), gNB-CU can serve IAB Node DU’s in addition to fiber connected gNB-DUs.

There can be separate PDU Sessions with separate UPFs for UE traffic and for IAB Node services, e.g., for OAM, as shown in the figure. Thus, the UE traffic (UP or CP) does not pass through the UPF for IAB Node services. 
Observation 3: In MAC Adaptation Layer based IAB (L2 relaying), UE traffic (UP or CP) does not pass through UPF for IAB Node services.

In the backhaul air interfaces, the UE traffic and IAB Node traffic (e.g., OAM) is aggregated into the same transport channel (purple links in the figure). MAC Adaptation Layer is introduced to carry UE ID which is used for routing the traffic in the IAB tree. In addition to access UEs, also the IAB Node UE parts are assigned UE IDs and the data terminated in an IAB Node (e.g., RRC signaling or OAM traffic) is identified with IAB Node UE ID.
Observation 4: In MAC Adaptation Layer based IAB, UE traffic and IAB Node traffic (e.g., OAM) is aggregated into the same transport channel.
User plane protocol architecture is described in section 2.2 and control plane protocol architecture in section 2.3.
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Figure 1 Network architecture for MAC adaptation layer based IAB
2.2
User plane

The user plane for UE traffic with MAC adaptation layer (L2) based IAB solution is shown in Fig. 2. The UE radio bearer is between Donor gNB-CU PDCP and UE PDCP, the IAB Nodes are similar to gNB-DU and only host the lower L2 protocol layers: RLC and MAC in addition to the physical layer. HARQ retransmissions are per hop. The RLC in IAB Nodes would only perform (re)segmentation, if needed, and RLC PDU buffering. RLC retransmissions could be end-to-end between the Donor gNB-DU and UE. 
Observation 5: DRBs are terminated in the Donor gNB-CU (PDCP is in the Donor gNB-CU).

In addition to standard RLC and MAC, the backhaul link would have an adaptation layer. The adaptation layer can be a separate layer or it can be part of MAC. The UE traffic of several UEs served by IAB Nodes can be aggregated into same backhaul transport channel over the backhaul links. It is called here ‘MAC layer aggregation’. Adaptation layer (or alternatively MAC) adds UE ID to each RLC PDU. The UE ID can be used for routing in the self-backhauling tree under a Donor gNB. 

Observation 6: Adaptation layer adds UE ID which is used for routing in the IAB tree under a Donor gNB.
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Figure 2 UE user plane for MAC adaptation layer based IAB, CU-DU split in Donor gNB

2.3
Control plane

The control plane for UEs is shown in Fig. 3. The network side RRC is in donor gNB-CU and signalling radio bearers (SRB) between UE and gNB-CU are transported using same IAB transport channel (MAC layer aggregation) as data traffic. NAS signalling is between AMF and UE and it is transported by RRC (RRC Information Transfer).

Observation 7: RRC is in Donor gNB-CU and thus SRBs terminate in Donor gNB-CU.
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Figure 3 UE Control Plane for MAC adaptation layer based IAB
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Figure 4 Control Plane for IAB Node UE part

An IAB node has a UE part which receives and transmits in the backhaul direction and a RAN (or DU) part which receives and transmits in access direction and communicates with the UEs and with UE part of the next hop IAB node. The UE part of a IAB node is supposed to be like a normal UE, but in addition it has to support any enhancement specified for the backhaul, e.g., the adaptation layer. The control of the UE part, e.g., the reconfiguration of PHY, MAC, RLC or adaptation layer, can be implemented with normal RRC signalling. For that purpose, the UE part of the IAB node terminates SRB which carries RRC and NAS signalling. Network side RRC is located in the donor gNB-CU and NAS in AMF. The SRB terminated in IAB Node UE part can be transported over the backhaul hops together with the normal UE traffic, i.e., aggregated in the same transport channel. For the routing and multiplexing, the UE part of IAB node has a UE ID similar to normal access UEs. Fig. 4 shows the Control Plane for IAB Node UE part.

Observation 8: IAB Node control signalling (SRB) can be aggregated in the same transport channel as the UE traffic.
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Figure 5 Control Plane for IAB Node gNB-DU part

The gNB-CU controls gNB-DU in normal CU-DU split by using F1AP protocol. Therefore, it is natural to use F1AP (with some enhancements) when gNB-CU controls the RAN (DU) part of the IAB node. In multi-hop self-backhauling case, since F1AP is transported over the air interface, it is better to use RAN protocols and SRB for the transport. F1AP could be transported on top of RRC by RRC Information Transfer similar to NAS signalling transfer, as shown in Figure 5 or a new SRB could be defined for transporting F1AP messages.

Observation 9: IAB Node RAN (DU) part is controlled with F1AP signalling that can be transported to corresponding IAB Node via RRC/SRB terminated to that IAB node.
2.4
Scheduling

When a MAC scheduler in a normal gNB-DU makes scheduling decisions, it has visibility to all UE’s queues (DRBs and SRBs). When Donor gNB-DU or an intermediate IAB-DU, in case of multi-hop topology, makes scheduling decisions, it is beneficial to have visibility to all individual UE queues, i.e., not just treat traffic going to an IAB Node as a fat pipe. MAC adaptation layer based IAB provides full UE visibility in each node: each bearer (logical channel) of each UE has separate queues in each node even in case of multi-hop IAB.
Observation 10: MAC adaptation layer based IAB provides full UE and bearer visibility in each node for optimised scheduling.

2.6
QoS support
Based on the UE context (QoS parameters), MAC scheduler in the gNB-DU can set the logical channel priorities for a given UE and between UEs. For optimal scheduling in a multi-hop IAB tree, each IAB node handling traffic of a given UE should have the UE context or more specifically the logical channel priorities of the logical channel of that UE. This is especially important in UL direction where the backhaul links get more and more congested. In consequence, it may not be possible to forward all traffic coming from previous backhaul hops or from access UEs connected to that IAB node. In order to be able to do fair scheduling decisions in such a case, an intermediate IAB node should have visibility to each individual UE traffic and UE context.
Observation 11: For optimal QoS support, UE context as well as RLC channels of an access UE should be available/visible in all IAB Nodes along the data path serving that UE.
2.5
UE mobility

When an access UE moves from one IAB node to another, a normal HO procedure can be used. If the neighbour IAB node is under the same gNB-CU, the HO is an intra-CU inter-DU HO. UE measures the neighbour IAB nodes (and gNBs) and reports the measurement results which are passed to RRC in the Donor gNB. RRC in the Donor gNB generates HO command and UE makes random access to target IAB node. An addition to normal HO is that MAC adaptation layer routing tables have to be updated.
Observation 12: When UE moves, MAC adaptation layer routing has to be updated in addition to normal HO procedure.
3
Summary
We have described in this contribution MAC adaptation layer based IAB (L2 relaying). It provides the following benefits:
-
Individual UE visibility in Donor gNB and intermediate IAB nodes important from MAC scheduler point of view

-
Reduced “tunneling” overhead on IAB to gNB link

-
Aggregation of packets of many UEs in backhaul links

-
Supports CU/DU split, IAB Nodes similar to DUs

-
Reduced protocol processing at IAB nodes leading to slightly lower latency
Following observations were also made:

Observation 1: An adaptation layer is preferably added on top of MAC layer.

Observation 2: In MAC Adaptation Layer based IAB (L2 relaying), gNB-CU can serve IAB Node ‘DU’s in addition to fiber connected gNB-DUs.

Observation 3: In MAC Adaptation Layer based IAB (L2 relaying), UE traffic (UP or CP) does not pass through UPF for IAB Node services.

Observation 4: In MAC Adaptation Layer based IAB, UE traffic and IAB Node traffic (e.g., OAM) is aggregated into the same transport channel.

Observation 5: DRBs are terminated in the Donor gNB-CU (PDCP is in the Donor gNB-CU).

Observation 6: Adaptation layer adds UE id which is used for routing in the IAB tree under a Donor gNB.

Observation 7: RRC is in Donor gNB-CU and thus SRBs terminate in Donor gNB-CU.

Observation 8: IAB Node control signalling (SRB) can be aggregated in the same transport channel as the UE traffic.

Observation 9: IAB Node RAN (DU) part is controlled with F1AP signalling that can be transported to corresponding IAB Node via RRC/SRB terminated to that IAB node.
Observation 10: MAC adaptation layer base IAB provides full UE and bearer visibility in each node for optimised scheduling.

Observation 11: For optimal QoS support, UE context as well as RLC channels of an access UE should be available/visible in all IAB Nodes along the data path serving that UE.
Observation 12: When UE moves, MAC adaptation layer routing has to be updated in addition to normal HO procedure.
It is proposed to capture those advantages and observations in the TR:
Proposal: Capture the MAC adaptation layer based IAB solution described in the paper into the technical report together with the related observations and advantages.
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