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1 Introduction
A new study item on “Integrated Access and Backhaul for NR” was approved in RAN#75[1], and in the last RAN2 NR Ad hoc 1801 meeting[2], some agreements have been achieved as follows.
Agreements
1: IAB design shall support multiple backhaul hops
	-  The architecture should not impose limits on the number of backhaul hops.
	-  The study should consider scalability to hop-count an important KPI.
	-  Single hop is considered a special case of multiple backhaul hops.
2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS
4: The IAB design should minimize the impact to core network specifications
5: The study should consider the impact to the core network signalling load as an important KPI
6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.
As discussed in last RAN3 #99 meeting [3], five architecture types divided into two groups are summarized  as follows:
Architecture group 1: Consists of architectures 1a and 1b. Both architectures leverage CU/DU split architecture.
· Architecture 1a: 
· Backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. 
· Hop-by-hop forwarding across intermediate nodes uses the adaptation layer.
· Architecture 1b: 
· Backhauling of F1-U on access node uses GTP-U/UDP/IP. 
· Hob-by-hop forwarding across intermediate node uses the adaptation layer.
Architecture group 2: Consists of architectures 2a, 2b and 2c
· Architecture 2a: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses PDU-session-layer routing.
· Architecture 2b: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP nested tunnelling.
· Architecture 2c: 
· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.
· Hop-by-hop forwarding across intermediate node uses GTP-U/UDP/IP/PDCP nested tunnelling.
In this contribution, we present some consideration about the protocol stack design of IAB network with two candidate solutions for Architecture 1a.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
[bookmark: OLE_LINK941][bookmark: OLE_LINK942]In Figure 1, a simple multi-hop IAB network is shown, where the UE connects to IAB node 2, and the IAB node 2 connects to core network nodes in 5GC serving the UE via multi-hop wireless backhaul links, i.e. UE ↔ IAB node 2 ↔IAB node 1 ↔Donor gNB ↔ 5GC. The contribution takes this scenario as the baseline for discussion. The access link between IAB node and UE is defined as the Uu interface and the backhaul link between Donor gNB (DgNB) and IAB node and between IAB nodes is defined as the Un interface.


[bookmark: _Ref505354583]Figure 1. Scenario of multi-hop IAB network

In this contribution, the overall network architecture and two alternatives of L2 relaying for Architecture 1a are proposed:
-	Alternative 1: Adaptation layer based L2 Relaying;
-	Alternative 2: Light L2 Relaying.
2.1	Overall Network Architecture of L2 Relaying
The network architecture of L2 IAB network is shown in Figure 2. In this architecture, the NG interface is terminated in DgNB. The DgNB is either consisting of Donor-CU part and Donor-DU parts or an integrated entity without CU-DU split. 


[bookmark: _Ref505873133]Figure 2. Network architecture for IAB network with L2 IAB nodes.
From the point of view of user data transmission, the IAB node behaves as a DU in the Uu link, and it works as a BH (backhaul) transport node in Un interface as well as other intermediate IAB nodes and donor DU. In addition, each L2 IAB node also supports a subset of UE functionality, e.g. NAS, physical layer, layer-2, RRC functionality in order to connect the 5GC for IAB nodes via other IAB nodes and/or donor gNB. For example, when an IAB node is powered on, it should connect to the network as a UE and download some configuration related files from its OAM in the start-up procedures. 
2.2	Alt 1. Adaptation Layer based L2 Relaying
Figure 3 depicts protocol stacks for user plane and control plane protocol of adaptation layer based L2 relaying. In this alternative, it is reasonable for DgNB to manage the UE’s context (e.g., UE’s radio bearer and NG interface related context) since the peer SDAP/RRC and PDCP layers of the UE are located at the DgNB and the NG interface is terminated at the DgNB. 


Figure 3a. User plane protocol of adaptation layer based L2 relaying


Figure 3b. Control plane protocol of adaptation layer based L2 relaying
Each L2 IAB node provides part of NR protocol stack functions (i.e., RLC, MAC, and PHY function) for the Uu interface towards the UE when it behaves as a DU, and forwards PDCP PDUs between DgNB and UE via multiple intermediate BH nodes. Therefore, some information about routing and QoS mapping are needed in the NR-Un interface since the traffic of multiple UEs’ may be multiplexed together in the Un interface. Thus a new protocol layer named as adaptation (Adapt.) layer (or sub-layer) is needed in the Un interface above RLC sub-layer to carry routing address (e.g. UE ID, UE connected IAB node ID, etc.) and QoS related information (e.g. UE DRB ID). Furthermore, the adaptation layer can perform QoS mapping such as UE DRBUn DRB in according to some configured mapping rules, and the Un DRB is defined as DRB between two BH nodes. 
2.3	Alt 2. Light L2 Relaying
In addition to the adaptation layer based L2 relaying, we further introduce a variant as shown in Figure 4. The NG interface is also terminated at the DgNB in this alternative.


Figure 4a. User plane protocol of light L2 relaying


Figure 4b. Control plane protocol of light L2 relaying
[bookmark: _Ref505949839]An adaptation layer is also needed in the Un interface to carry routing address and QoS related information similar to the adaptation layer based L2 relaying. 
In this alternative, each Light L2 IAB node only has part of the RLC functionality (i.e. segmentation or re-segmentation) in the RLC sub-layer (denoted as the simplified RLC, S-RLC), and forwards RLC PDUs between DgNB and UE, while the DgNB and the UE implement the full RLC functionality. Therefore, in both uplink and downlink, the Light L2 IAB node just needs to forward the received RLC PDUs to its next hop, and optionally, may need to do (re-)segmentation before forwarding based on resource availability at the MAC layer. The receiving node UE/DgNB will reassemble RLC SDUs from the received RLC PDUs. There is no ARQ related functionality (e.g. generation of RLC control PDUs, retransmission buffer management, etc.) in the light L2 IAB node, which means that the UE requests retransmissions from its peer AM entity located at the DgNB, if we take the downlink transmission as an example. 
However, since the RLC PDUs are not reassembled at the IAB nodes, the adaptation layer should be added below the RLC sub-layer, to ensure that routing and/or QoS related information carried in RLC PDUs can be acquired by Light L2 IAB nodes. Therefore, the Light L2 IAB nodes may perform QoS mapping from UE DRB to Un Logical channel in according to some configured mapping rules.
It should be mentioned that there may be several other variants of L2 IAB protocol stacks besides the examples shown in Figure 3 and Figure 4. For example, based on the architecture 1b, which may also be considered as L2 relaying, a F1-like connection with GTP/UDP/IP could be introduced between the DgNB and the IAB node that serves the UE. Nevertheless, the proposed Light L2 IAB node based architecture will benefit from a rather low complexity for IAB node implementation and reduced processing delay in the intermediate IAB nodes.
Proposal: Agree the adaptation layer based L2 relaying and light L2 relaying as candidate solutions for study.
2.4	Performance analysis and comparison
[bookmark: OLE_LINK24]The main difference between the adaptation layer based L2 relaying and the Light L2 relaying is about the RLC functionality in the IAB nodes. With the adaptation layer based L2 relaying, the ARQ mechanism and reassembling operation is implemented in each hop (i.e hop-by-hop ARQ) for AM mode bearers. While for the Light L2 relaying architecture, an end-to-end ARQ mechanism is supported between UE and Donor gNB, and each IAB node with the simplified RLC sub-layer will only perform segmentation for received RLC PDUs without reassembling according to the resource allocation in the next forwarding link. Some comparison between the two alternatives is provided in the following.
A. Experienced RAN part latency
As derived in Annex B, the difference between the average experienced latency of hop-by-hop ARQ and E2E ARQ mechanism is

[bookmark: OLE_LINK30]If p is small enough (e.g.  p=0.01 when adopting HARQ in MAC sub-layer), the item  can be neglected. As has been mentioned previously, the reassemble process of segmented RLC SDUs results in more latency included in Tfull, because all the segments should be waited until the t-reassembly expires. Thus, it can be deduced that the difference between  is proportional to the setting of t-reassembly which is typically be set as several milliseconds.  
As a result, it can be viewed that if the reliability of each link is good enough, the average experienced latency of hop-by-hop ARQ is significantly larger than the E2E ARQ mechanism, and the difference is approximately proportional to reassemble processing time and the number of hops.
B．Complexity of IAB node
With the Light L2 relaying IAB architecture, only the segmentation functionality is needed in the simplified RLC sub-layer located in IAB nodes, therefore this results in less complexity of the IAB nodes as compared with the IAB node with full RLC functionality (e.g reassemble, ARQ, segmentation, etc. ) in the adaptation layer based L2 relaying architecture.
C．Standardization impact
For both the adaptation layer based L2 relaying and the light L2 relaying architecture, an adaptation layer should be introduced to carry at least QoS mapping information and routing information. The only difference is the location of the adaptation layer, which is above the RLC sub-layer in the former, and located between the simplified RLC sub-layer and the MAC sub-layer in the latter.
It is worth mentioning that when considering the data aggregation for multiple served UEs in the backhaul links, the adaptation layer should support the data aggregation for alt 1. It seems no further enhancement is needed for the RLC sub-layer to support such aggregation because the mapping between UE DRBs and Un DRBs is executed in the adaptation layer above RLC sub-layer, and each RLC entity corresponding to Un DRB in intermediate IAB node only need to do normal RLC processing without any discrimination for different UEs. With the Light L2 relaying architecture, MAC aggregation for multiple UEs can be adopted without any further enhancement, and the simplified RLC sub-layer with part RLC functions in IAB nodes needs to be clarified for both AM mode and UM mode. However, the standardization efforts for simplified RLC sub-layer is limited because we just need to retain part of existing RLC functions without adding any new function. 
D．Security in RAN part
Path based security between DgNB and UE (i.e. End-to-end security) can be used for that the UE’s peer PDCP entity located at DgNB, and L2 IAB node only behaves as L2 forwarding node. 
Observation 1: With limited standardization effects, the Light L2 relaying based IAB architecture outperforms the adaptation layer relaying based IAB architecture when we consider the experienced RAN part latency and complexity of IAB nodes.
3 Conclusion
In this contribution, the overall network architecture and two alternatives of L2 Relaying are discussed and compared, then we get the following observation and proposal:
Observation 1: With limited standardization effects, the Light L2 relaying based IAB architecture outperforms the adaptation layer relaying based IAB architecture when we consider the experienced RAN part latency and complexity of IAB nodes.
Proposal: Agree the adaptation layer based L2 relaying and light L2 relaying as candidate solutions for study.
The corresponding text proposal to TR 38.874 v0.0.2 is provided in the Annex A.
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[bookmark: _Toc259599301][bookmark: _Toc505264082][bookmark: _Toc259599302][bookmark: _Toc505264083]6.2	Architecture x
6.2.1	Overview
The network architecture of L2 relaying is shown in Figure 2. In this architecture, the NG interface is terminated in DgNB. The DgNB is either consisting of Donor-CU part and Donor-DU parts or an integrated entity without CU-DU split. 
From the point of view of user data transmission, the IAB node behaves as a DU in the Uu link, and it works as a BH (backhaul) transport node in Un interface as well as other intermediate IAB nodes and donor DU. In addition, each L2 IAB node also supports a subset of UE functionality, e.g. NAS, physical layer, layer-2, RRC functionality in order to connect the 5GC for IAB nodes via other IAB nodes and/or donor gNB. For example, when an IAB node is powered on, it should connect to the network as a UE and download some configuration related files from its OAM in the start-up procedures. 


Figure 6.2.1-1: Network architecture for L2 Relaying
There are two alternatives of L2 Relaying:
-	Alternative 1: Adaptation layer based L2 Relaying;
-	Alternative 2: Light L2 Relaying.
6.2.2	User plane aspects
[bookmark: _Toc260172762]6.2.2.1		User plane aspects of adaptation layer based L2 relaying
In adaptation layer based L2 relaying, DgNB manages the UE’s context (e.g., UE’s radio bearer and NG interface related context), the peer SDAP/RRC and PDCP layers of the UE located at the DgNB, and the NG interface is terminated at the DgNB. 


Figure 6.2.2.1-1. User plane protocol of adaptation layer based L2 relaying
Each L2 IAB node provides part of NR protocol stack functions (i.e., RLC, MAC, and PHY function) for the Uu interface towards the UE when it behaves as a DU, and forwards PDCP PDUs between DgNB and UE via multiple intermediate BH nodes. Therefore, some information about routing and QoS mapping are needed in the NR-Un interface since the traffic of multiple UEs’ may be multiplexed together in the NR-Un interface. Thus a new protocol layer named as adaptation (Adapt.) layer (or sub-layer) is needed in the Un interface above RLC sub-layer to carry routing address (e.g. UE ID, UE connected IAB node ID, etc.) and QoS related information (e.g. UE DRB ID). Furthermore, the adaptation layer can perform QoS mapping such as UE DRBUn DRB in according to some configured mapping rules, and the Un DRB is defined as DRB between two BH nodes. 
6.2.2.2		User plane aspects of light L2 relaying
An adaptation layer is also needed in the Un interface to carry routing address and QoS related information similar to the adaptation layer based L2 relaying. 


Figure 6.2.2.2-1 User plane protocol of light L2 relaying
In this alternative, each Light L2 IAB node only has part of the RLC functionality (i.e. segmentation or re-segmentation) in the RLC sub-layer (denoted as the simplified RLC, S-RLC), and forwards RLC PDUs between DgNB and UE, while the DgNB and the UE implement the full RLC functionality. Therefore, in both uplink and downlink, the Light L2 IAB node just needs to forward the received RLC PDUs to its next hop, and optionally, may need to do (re-)segmentation before forwarding based on resource availability at the MAC layer. The receiving node UE/DgNB will reassemble RLC SDUs from the received RLC PDUs. There is no ARQ related functionality (e.g. generation of RLC control PDUs, retransmission buffer management, etc.) in the light L2 IAB node, which means that the UE requests retransmissions from its peer AM entity located at the DgNB, if we take the downlink transmission as an example. 
However, since the RLC PDUs are not reassembled at the IAB nodes, the adaptation layer should be added below the RLC sub-layer, to ensure that routing and/or QoS related information carried in RLC PDUs can be acquired by Light L2 IAB nodes. Therefore, the Light L2 IAB nodes may perform QoS mapping from UE DRB to Un Logical channel in according to some configured mapping rules.
6.2.3	Control plane aspects
6.2.3.1		Control plane aspects of adaptation layer based L2 relaying
[bookmark: OLE_LINK13]As has been introduced in the section 6.2.2.1, in adaptation layer based L2 relaying, DgNB manages the UE’s context (e.g., UE’s radio bearer and NG interface related context). The control plane protocols of adaptation layer based L2 relaying is shown in Figure 6.2.3.1-1.the peer RRC and PDCP layer of UE locates at the DgNB, and the NG interface is terminated in the DgNB. The control plane signalling is transmitted over SRB(s)/RRC over Un interface with routing information carried in Adaptation layer.


Figure 6.2.3.1-1. Control plane protocol of adaptation layer based L2 relaying
6.2.3.2		Control plane aspects of light L2 relaying
The control plane protocols of light L2 relaying is shown in Figure 6.2.3.2-1, the peer RRC and PDCP layer of UE locates at the DgNB, and the NG interface is terminated in the DgNB. The control plane signalling is transmitted over SRB(s)/RRC over Un interface with routing information carried in Adaptation layer.  The behaviour of IAB node with S-RLC sub layer is same as introduced in section 6.2.2.2.


Figure 6.2.3.2-1. Control plane protocol of light L2 relaying



Annex B
The detailed derivation of the difference between the average experienced latency of hop-by-hop ARQ and E2E ARQ mechanism is shown as follows.
Denotations and assumptions:
· The number of radio links between Donor gNB and UE is n, and each link is independent.
· The error probability of each link is p, .
· [bookmark: OLE_LINK20]The error probability for end-to-end ARQ mechanism is 
· The processing delay for RLC PDU in each light L2 IAB node is Tsimple , while the processing delay in each full RLC stack L2 IAB node (i.e. with at least full RLC function such as reassemble and so on) is  Tfull, Tfull > Tsimple. Generally, the main difference between Tfull and Tsimple results from the reassemble process of segmented RLC SDUs. 
· Propagation delay for each link is TP.
· The maximum number of RLC retransmission is M.
· The additional processing time for ARQ retransmission is Tretr，
· TW is the waiting time in receiving node which corresponds to the setting of reassemble timer. 
· for each hop with hop-by-hop ARQ，；
· for end-to-end ARQ，
For each packet, the average experienced latency in IAB architecture supporting hop-based ARQ and end-to-end ARQ (with Light L2 relaying) is derived as
Hop-by-hop ARQ : 

End-to-end ARQ :                                  
Therefore, the difference between the average experienced latency of hop-by-hop ARQ and E2E ARQ mechanism is
              
To simplify the analysis, we can see the higher order degree of p have insignificant impact on  and can be neglected, and  can be approximated as np. In addition, the propagation delay is generally less than 1us when considering a limited coverage area with high frequency, thus it can be omitted as well. 
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