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Introduction
NR-IAB (Integrated Access and Backhaul) is a new NR study item that is led by RAN2 and aims to enable NR backhaul link operation. 
There are already several agreements and proposals, by different working groups, and for various aspects of NR-IAB; among which, RAN2 [1] recently achieved the following agreements:

	· The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded.
· Common architecture supports both in-band and out-of-band IAB scenarios.
· In-band IAB scenarios including (TDM/FDM/SDM) of access and backhaul links subject to half-duplex constraint at the IAB node are supported
· IAB design shall support multiple backhaul hops
· The IAB design should minimize the impact to core network specifications



RAN-3 agreed on the following pCR to TR 38.873 [2]:
[bookmark: _Toc505264079]5.2.x  Network Synchronization
Time synchronization between IAB nodes is also very essential e.g. to support TDD system and some potential features which need network synchronization. IAB may have additional requirement on network synchronization, which includes in-band wireless backhaul and multi-hops backhauling.
In this contribution, we discuss synchronization across the IAB network. Our companion RAN1 contribution [3] presents our view on the fundamental aspects of the physical and MAC layer design of NR-IAB, including backhaul link synchronization.

Discussion
A typical IAB network is demonstrated in Figure 1.
[image: ]
[bookmark: _Ref510622356]Figure 1: an example of IAB network
With reference to the above figure, we use the following terminologies in this document:
· IAB-donor: A RAN-node that terminates Ng interface with core network.
· IAB-node: A RAN-node that provides IAB functionality, i.e. access for UEs combined with wireless self-backhauling capabilities. An IAB-node may have two roles:
· ANF: access node function, e.g. gNB or gNB-DU with a MAC scheduler, which schedules the UEs and other IAB-nodes under its control. 
· The UEs and other IAB-nodes that are under control of an IAB-node are called its child nodes. 
· UEF: UE function, i.e. the IAB-node acts as a UE which is controlled and scheduled by the IAB-donor or another IAB-node.
· The donor or another IAB-node who controls and schedules the IAB-node is called its parent node.

An important aspect of an IAB network is to synchronize the IAB-nodes, as discussed in [3] and pointed out in [4].

First and foremost, keeping the cells, within an IAB network, synchronized and making their timings aligned are crucial to have an efficient resource utilization. This is especially important in a multi-hop IAB network, where an IAB-node should share the resources (TDM, FDM, SDM) to communicate with multiple other IAB-nodes at both lower and higher hop levels. For in-band deployments, where access links and backhaul (BH) links should also share available resources, maintaining the network synchronization is of more significance to guarantee good performance over the access network. 
Yet another important reason for network synchronization is to enable efficient coexistence and cooperation of multiple IAB clusters in a vicinity. Assuming a spanning tree topology for the IAB networks, an IAB cluster may be defined as a set of IAB-nodes that share the same root (IAB-donor). In a region that IAB is deployed, one can imagine multiple of such clusters can coexist, and may have overlapping coverage (see Figure 1). For more complex topologies (like a mesh network), we can have the same situation where multiple clusters (each being a mesh network, and operating independently – or at least not in a tightly coordinated manner – from other clusters) may coexist and overlap. Synchronization across IAB-donors (or clusters) is important from the UEs’ perspective to operate in a synchronous network, and from IAB-nodes’ perspective to control interference (through interference cancelation and coordination schemes) and support inter-cluster discovery and communications (e.g. required for topology adaptation).
Proposal 1: Timing synchronization across the IAB network should be supported. 

Next, we discuss different techniques that may be used to synchronize the IAB network. 
Network synchronization can be achieved through external and accurate sources, like GPS/GNSS or Ethernet (IEEE1588). However, as discussed in [4], there are several practical issues with such solutions. like compatibility, cost and feasibility of implementation. Therefore, we cannot base IAB network synchronization solely on such mechanisms. However, if these sources of synchronization are available (at least in a subset of IAB-nodes), we can still utilize them along with other techniques.
Various over-the-air (or radio-interface based) synchronization techniques are discussed and proposed for small cells in Rel-12 and Rel-14. Such mechanisms should be used as a baseline for designing IAB network synchronization. Below, we describe one such mechanism for IAB that utilizes the available reference signals and procedures to synchronize a multi-hop IAB network. 

Over-the-air synchronization using reference signals
As discussed in [3], synchronization within an IAB cluster may be achieved using the reference signals and messages, like timing advance (TA), exchanged over the air between IAB-nodes. 
As shown in Figure 1 and discussed therein, over a BH link, one IAB-node may adopt UE functionality (UE-F) and the other IAB-node acts as an access node (AN-F: access node functionality). With such assumed hierarchy over a BH link, we can leverage the NR access (Rel-15) design to support NR BH links. This will also nicely align the BH link to the hierarchical structure of the IAB topology.
In the access network, a UE acquires synchronization using the signals transmitted by the cell (e.g. synchronization signals (SSBs), TRS, etc.). The UE is also provided by TA command to adjust its uplink transmission timing by compensating for the propagation delay. Following a similar approach, the UE-F of an IAB-node can acquire and track synchronization from the AN-F of its parent IAB-node. This will provide synchronization over a BH link.
Over the multi-hop backhaul network, the AN-F of an IAB-node can synchronize child IAB-nodes based on the synchronization its UE-F receives from its parent IAB-node. Therefore, a synchronization achieved on one hop can be used to synchronize other IAB-nodes in the next hop. 
This should naturally keep the IAB network synchronized over multiple hops within a cluster, since IAB-nodes are assumed to keep tracking the timing from their serving IAB-nodes (see Figure 2).
[image: ][bookmark: _Ref510624314]Figure 2: multi-hop over-the-air synchronization

There could be the following issues:
a) The whole cluster may not be tightly synchronized considering the errors and offsets that get accumulated over multiple hops, 
a. The maximum time drift over multiple hops should be evaluated, considering the max offset across each hop and max number of hops. 
b) This approach will end up synchronizing the network to the IAB-donor(s) who are at the roots of the IAB network topology. 
a. To achieve synchronization across clusters, the IAB-donors should be synchronized – e.g. using GPS/GNSS or Ethernet. 

Observation 1: Over-the-air (OTA) synchronization (over Uu interface) can be used to synchronize a multi-hop IAB network to the IAB-donors.
Proposal 2: It should further be investigated if the tolerance of multi-hop OTA synchronization is acceptable.
Proposal 3: Network should synchronize the IAB-donors using the available techniques, e.g. using GPS/GNSS, Ethernet, etc. 

Another related aspect is the slot alignment between the UE-F and the AN-F collocated on an IAB-node in OTA synchronization. 
The UE-F determines the timing reference based on the received reference signals from the ANF of its parent IAB-node. More precisely, the UE-F uses a DL RX timing reference for receiving the downlink (DL) communications, and an UL TX timing reference, based on the TA command received from AN-F, for uplink (UL) communications
Over the multi-hop backhaul network, an IAB-node’s AN-F should determine a timing reference for communication with its children. The question is how the IAB-node’s ANF-F chooses this reference with respect to the timing reference its UE-F receives from the parent IAB-node. 
In general, an IAB-node may choose any reference for its DL TX timing towards its children. For example, see Figure 3, where DL TX timing of the IAB-node’s AN-F can be chosen based on:
· Alt1: to be aligned with UL TX timing to the parent IAB-node
· Alt2: to be aligned with DL TX timing of the parent IAB-node 
· Alt3: to be aligned with DL RX timing from the parent IAB-node. 

We note that the choice of an AN-F’s reference timing affects the efficiency of resource utilization. Because having multiple different timing references for the communications with parent IAB-node and child IAB-nodes may result in 
· creating a gap – when the next communication starts late. For example, when IAB-node switches from sending an UL to its parent to sending a DL to its children in the next slot and in Alt2 and Alt3. (See Figure 3)
· requiring a gap – when the next communication starts early. For example, when IAB-node switches from receiving a DL from its parent to receiving a DL from its children in the next slot and in Alt1 and Alt2. (See Figure 3)
On the other hand, one can observe Alt1 and Alt3 result in an accumulated drift of slot boundaries over multiple hops, while Alt2 keeps the slot boundaries aligned.


[bookmark: _Ref510552607]Figure 3: Multi-hop timing alignment (FDD)

Proposal 4: Slot alignment across multi-hop NR-IAB network should be studied. 

Conclusion
In this contribution, we discussed synchronization across multi-hop IAB network, and made the following proposals:
Proposal 1: Timing synchronization across the IAB network should be supported. 
Observation 1: Over-the-air (OTA) synchronization (over Uu interface) can be used to synchronize a multi-hop IAB network to the IAB-donors.
Proposal 2: It should further be investigated if the tolerance of multi-hop OTA synchronization is acceptable.
Proposal 3: Network should synchronize the IAB-donors using the available techniques, e.g. using GPS/GNSS, Ethernet, etc. 
Proposal 4: Slot alignment across multi-hop NR-IAB network should be studied. 
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